CASE STUDY

AUTONOMOUS VEHICLES

This is part of a set of materials developed by an interdisciplinary research team at Stanford University, led by Hilary Cohen, Rob Reich, Mehran Sahami, and Jeremy Weinstein. Their original use is for an undergraduate course on ethics, public policy, and technology, and they have been designed to prompt discussion about issues at the intersection of those fields. This case was written by Mark Harris.
**Introduction: Safe at any speed?**

Humans are often irresponsible drivers. While in sole control of large metal objects capable of travelling at over 100 miles per hour, we routinely eat meals, chat with other people, send text messages, and fall asleep. We drive while impaired by drinks, drugs or failing eyesight. We get impatient, angry and even murderous behind the wheel, and we have shockingly bad judgement.

On a Friday morning in January 2015, 193 vehicles, including 76 semi-trucks, were involved in a single pile-up on a snowy Michigan interstate.¹ That is not even the worst multi-vehicle crash in history, which dubious honor probably goes to a 300-vehicle wreck in Brazil in 2011.

Human error plays a role in about 90 percent of motor vehicle crashes,² which kill around 1.25 million people around the world each year.³ In the US, collisions cause around 37,000 deaths and an estimated $836 billion in total costs annually.⁴ After years of decline, fatalities are on the rise again, possibly due to an increase in distracted driving with digital devices.⁵

Over the past half century, adoption of safety technologies such as crumple zones, air bags, child car seats and energy-absorbing steering wheels have avoided many additional deaths. Seat belts alone probably save around 15,000 lives in the US each year.⁶

In recent years, automated technologies like lane keeping assist and forward collision warning have been added to the mix. Because these technologies, ideally, prevent collisions rather than merely mitigating their effects, assessing their effectiveness can be tricky. However, research by the National Highway Traffic Safety Administration (NHTSA) suggests electronic stability control saves around 1,300 American lives annually.

But in the last decade, a suite of new technologies have been developed that some think may eliminate – or at least dramatically reduce -- road deaths altogether. In 2011, Sebastian Thrun, a Stanford professor and head of Google's self-driving car program, wrote: “I envision a future in which our technology is available to everyone, in every car. I envision a future without traffic accidents or congestion.”⁷

Self-driving cars or autonomous vehicles (AVs) use sensors, computers and robotic actuators to automate some or all driving tasks. In a fully automated future, the only role for human passengers might be to select their final destination, and road deaths could become as rare as aviation disasters.

While reducing or eliminating road deaths remains a rallying call, the reality is that almost no one has been developing AVs with a primary goal of ensuring the safety of drivers, let alone the hundreds of thousands of pedestrians, cyclists and other road users also killed by vehicles every year.⁸ A Pentagon project called the DARPA Grand Challenge that kickstarted AVs in the early 2000s was
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intended to develop military vehicles. Programs from Uber and Google (now spun out as Waymo) are focused on providing mobility as a service (MAAS) to replace professional taxi and truck drivers. Tesla's Autopilot, and similar advanced driver assistance systems (ADAS) being rolled out by other auto makers, are largely marketed as convenience features.

Only Toyota’s Guardian system stands out as being solely designed to avoid collisions. Although not yet commercialized, it will play no role in everyday driving but will simply observe the driver and the road conditions, and only step in when necessary to prevent a crash.

As with many new technologies, there exists a gap between how companies talk about AVs and what they have actually delivered. Far from eliminating all collisions, the relatively few AVs driving on public roads get into minor crashes almost daily. While many of these have been blamed on human road users, it is not clear how many crashes result from the complexities and social ambiguities inherent in our current road systems. Automated driving technologies have also already been implicated in several deaths. In fact, the AI Now Institute at New York University, an interdisciplinary research institute dedicated to understanding the social implications of AI technologies, says that “autonomous vehicles arguably present AI’s most straightforward non-military dangers to human safety.”

How these technologies are developed and regulated, their legal status and the extent to which they disrupt current businesses and existing modes of transportation will determine whether they deliver all the benefits their evangelists envision, or the ills their critics predict. And central to those processes will be the choices that engineers, policymakers, CEOs and consumers make in the years ahead.

Some jurisdictions are attempting to welcome AVs, in the hope that high-tech jobs will follow. The results have been mixed, but overall AV testing to date has generally occurred in Silicon Valley, or other locations with either an historical presence of car development, good weather and traffic infrastructure.

The downstream consequences that result from the widespread introduction of AVs hard to predict. How will cities designed for human-controlled vehicles cope with robotic traffic? If commutes become painless and productive periods, what does that mean for urban sprawl and the environment? And how do our current experiences of algorithmic bias, unequal access, cybersecurity and privacy with digital systems like machine-learning and smartphones translate into a world of computer-controlled vehicles?

**The great disruption**

Digital technologies have already transformed the way we interact with one another, the way we shop, the way we work, and the way we consume entertainment. Now Silicon Valley wants to reboot the last analog icon of the 20th century: the private motor car.

---

The justification for disrupting transportation is usually presented in stark terms. The world is globalizing, urbanizing and populating rapidly. If we continue as we’re going, the planet will have an extra 4 billion cars by 2050 – two for each of the 2 billion extra people expected to be living here. Cars are massive energy hogs, pump out pollution, and kill over a million people in crashes annually, to say nothing of the cumulative years we waste sitting in traffic jams.\textsuperscript{12}

An optimistic 2015 study estimated that shifting to AVs would provide societal benefits of between $2000 and $4000 per car.\textsuperscript{13} The majority of the savings would be from fewer crashes, injuries and deaths, based on an assumption that AVs would reduce the number of collisions by 90 percent.

But AVs were also predicted to be more rational motorists than humans, hewing to speed limits, and driving more smoothly and efficiently. Vehicle-to-vehicle communications can enable platooning, which means shorter following distances and better fuel economy. Even a few AVs on freeways is projected to reduce the propagation of traffic-destabilizing shockwaves from unnecessary acceleration and braking. Studies suggest that (electric) AVs can reduce emissions significantly, on a mile-for-mile basis.\textsuperscript{14}

The introduction of autonomous shared mobility services is expected to have massive impacts. Because the largest cost of traditional taxi services is the time of taxi drivers, MAAS using AVs is projected to be significantly cheaper, thus increasing access to mobility among the elderly, disabled and children. It will also make financial sense for some, or even most, people to use MAAS instead of owning their own vehicles, thus reducing the total number of cars in a city, and particularly in parking lots.\textsuperscript{15}

Of course, that same process will cannibalize ridership of public transit services – something that is already being seen today with ride-sharing services from Uber and Lyft. Research in seven major US cities found that up to 60 percent of ride-hailing car trips would otherwise have been made by walking, biking, or transit, or not made at all.\textsuperscript{16} AVs may siphon off enough bus and train riders that the model of truly public transportation is not sustainable outside the largest cities. The result could be the privatization of all transportation.

An additional issue for MAAS is that AVs do not simply go from a user’s origin to their destination, as with traditional commuting today, but instead have to subsequently transit to the next customer. These so-called “zombie cars”, with no human occupants, represent increased congestion. A recent study suggests that current MAAS apps add 2.6 vehicle miles travelled for each mile of personal car transportation removed.\textsuperscript{17} Highly automated cities in the future could be home to far fewer vehicles overall than today, and yet experience much worse traffic and pollution.

\begin{footnotesize}
\small
\end{footnotesize}
Some cities\(^{18}\) considering AVs are also concerned about their effect on equity, racial and social justice. MAAS using AVs will likely require well-maintained and mapped roadways, stable socio-economic conditions and, especially at first, relatively wealthy people who can afford to use them. Poorer, rural communities with low population densities and weak connectivity are likely to be the last to see MAAS. At the same time, AVs seem likely to reduce urban livability: AVs enable longer commutes, thus contributing to the growth of sprawling, polluting\(^{19}\) exurbs. They may also hollow out government revenues from car taxes, gas duties (if electric vehicles come to dominate), and parking and traffic fines (assuming AVs are uniformly law abiding).

The flipside of any radically disruptive technology is the people it disrupts. There are at least 4 million professional drivers in the US: 1.75 million truckers,\(^{20}\) 1.4 million delivery drivers,\(^{21}\) 700,000 bus drivers,\(^{22}\) and 300,000 taxi drivers.\(^{23}\) There are likely several million more full- or part-time ride-hail drivers. Many of these jobs are threatened by fully competent AVs, particularly on the taxi and ride-hail front. Truck, bus and delivery drivers typically have a wider range of tasks in their jobs, including loading and unloading, completing paperwork, and dealing with officials or the public, that could prove trickier to automate.

Still, Goldman Sachs issued a research report last year that said AVs could eliminate 25,000 jobs a month once the technology matures. That could be some time from now. Despite the apparent breakneck speed of AV development, the impact upon the wider job market will depend on how quickly they are deployed. New research\(^{24}\) from the American Center for Mobility estimates that, at worst, AVs will displace only a few hundred thousand jobs in the coming decade, mostly in the late 2020s.

Proponents of the wide-scale deployment of AVs argue that not only will current drivers have plenty of time to retrain, the shift to MAAS will also create many new jobs, for example in map making, oversight, dispatch and AV maintenance. The long-term effect on auto manufacturing jobs, given the need for far fewer vehicles overall, is even less clear.

With a technology as pervasive as the passenger car, it is difficult to predict all of the second- or third-order effects that could result from the widespread adoption of competent AVs.

For a start, we live in a world with a staggering diversity of driving styles and cultures. Traffic rules and customs differ considerably around the world. Even within different societies, each human driver interacts with other roads users in a unique manner. AVs will presumably drive far more consistently, or even identically, with unknown effects on safety, the environment and urban design at scale. Will people take to bicycles, electric scooters or other micro-mobility options en masse, now that they are (almost) certain not to be hit by a careless human driver? Perhaps pedestrians will reclaim city streets entirely, bullying cautious AVs to the point that they are grid-locked and unable to move.
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Will rates of alcohol and drug use soar now that people’s behaviors are not limited by driving? And in cities with expensive housing markets, will living from one’s car no longer be a stigma but a savvy career move? What are the implications for retail, and for traditional city centers, of cheaper delivery, or even shops and restaurants that can come to you?

The good news is that none of these societal effects are likely to emerge overnight, or even on the extremely rapid timescale of the ongoing disruptions caused by MAAS such as Uber. For the foreseeable future, most AVs will require expensive retro-fitted hardware or a new generation of production vehicles to emerge. That means academics, technologists and regulators should have time to experiment with and assess AV pilot projects as they look to avoid the least desirable outcomes that might result from the introduction of AV technology.

Making judgments about that technology requires deciding which of AVs’ many possible benefits are most important. Should societies prioritize keeping drivers safe, minimizing all road deaths, eliminating urban congestion, or addressing what many believe to be the existential threat of climate change?

In imagining what a society fully disrupted by AVs might look like, it is useful to have an understanding of the technologies that today’s (and tomorrow’s) AVs use.

**Eyes, ears and brains**

Good vision is all that human drivers need to be allowed behind the wheel. Motoring infrastructure is designed to accommodate the human eye: road signs, for example, are sized precisely to ensure that human drivers see them with enough time to follow their instructions.

All AVs on public roads use video cameras to observe their surroundings. The video data is fed to a computer vision system that interprets what it is seeing, usually based on extensive training done in the real world along with computer-generated simulations.

Cameras can be used to localize the car – that is, determine its position within a lane or on a road. Vision systems can also read road signs, detect the state of traffic lights, and identify other road users and obstacles, just as a human driver would.

But no digital camera used in AVs today is as capable and flexible as the human eye, especially in very bright, dim or rapidly changing conditions. Most AV developers supplement cameras with additional sensors, to extend the car’s sensing abilities and provide redundancy. Radars are excellent for giving information about the road far ahead, and can operate well in rain, snow or fog. They do not have the resolution to accurately determine the size or shape of objects, however, and so cannot usually identify objects.

Automotive radars are a fairly mature technology, having been developed over decades for collision warning systems. A more recent invention, and closely associated with self-driving vehicles, is lidar. An acronym of light detection and ranging, lidar systems use brief pulses of laser light to illuminate the road ahead, detecting and identifying objects to build up a three-dimensional model of the vehicle’s surroundings.

Early rooftop lidars spun around to capture a 360-degree view, and were very expensive, often multiples of the cost of the car itself. Some newer configurations are cheaper and less conspicuous, utilizing small, cheaper solid state lidar units. Lids generally have a higher resolution but a shorter range than radars, and are more susceptible to weather conditions like rain, snow and fog.
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Tesla Motors famously eschews the laser sensors in its Autopilot driver assist system. CEO Elon Musk calls lidars “a crutch that will drive companies to a local maximum that they will find very hard to get out of.” Comma.AI, a DIY driver-assist technology start-up, agrees. “Whenever someone says you need lidar for self-driving, ask them if they can drive a car. When they say yes, ask them where their lidar is,” tweeted its founder George Hotz last year. Another reason for Musk and Hotz’s opposition to the technology may be that the use of lidars would vastly increase the prices of Tesla’s and Comma’s systems, both of which are commercially available today – although neither facilitates fully autonomous driving.

Most AV companies find lidar a useful sensor to increase their vehicles’ awareness and cover possible failures and edge cases with radar and vision systems. The consensus view is that lidars will fall in price faster than vision-based systems will improve.

All AVs rely on GPS (or other satellite location systems) to provide a rough location fix and enable urban navigation, and many also have small ultrasonic sensors to detect cars and obstacles at short ranges, when parking or travelling alongside another vehicle, for example. Emerging sensor innovations include infrared cameras and even ground-penetrating radar.

Self-driving systems have intense computational needs, requiring powerful computers to handle sensor fusion, decision making and robotic control of the vehicle. Virtually all autonomous systems are designed to be self-contained within the vehicle. This reduces both the risk of remote hacking and of communications failures preventing operation.

However, a few companies are actively exploring remote control. Phantom Auto is building a system, using commercial mobile broadband services, that can allow a human hundreds of miles away to take control of an AV should its on-board systems fail. For the moment, it is intended to help companies developing AV research vehicles.

Starsky Robotics is looking further ahead, with a remote driving solution for semi-trucks. It envisages its system allowing licensed truckers to remotely control autonomous vehicles during tricky situations like urban transits or loading and unloading.

Even notionally self-contained AVs rely on large, technically complex systems outside the vehicle. Companies need to develop and train computer vision and other AI systems long before they are deployed in the real world, and likely all run detailed simulations to work through hazardous situations that they are unlikely to encounter in reality. Waymo says that its vehicles have covered hundreds of times as many miles in simulation as in reality - around seven billion compared to ten million as of October 2018. Automated MAAS services also require maintenance, dispatch, routing and customer support technology and personnel.
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Another relevant technology is vehicle-to-vehicle (V2V) communication. V2V-equipped vehicles broadcast size, speed, location, heading and acceleration data on short-range radio frequencies, and listen for the same from other road users. The vehicles can then calculate if they are likely to occupy the same space at the same time as, say, a truck just around the corner or pulling out into traffic. Theoretically, the same system could also be used to communicate with infrastructure like traffic lights and pedestrians traveling with similar equipment.

Although championed by governments in the US and the EU, V2V (or the more general V2X) has been slow to develop and even slower to deploy. Currently, only a few Cadillac cars in the US are equipped with V2V technology, and no country is mandating its adoption. (The current US administration backed away from earlier proposals to require V2V, estimated at costing about $350 per vehicle, by the early 2020s).

### Levels of automation

The technologies above can be implemented in many different ways, with wildly varying results. A major challenge to the commercial adoption and public acceptance of vehicle automation is confusion today about the actual abilities offered by vehicles on the market, or in development.

In 2016, Mercedes-Benz ran a TV commercial for its E-class car with a voiceover saying "Is the world truly ready for a vehicle that can drive itself? Ready or not, the future is here." The car had some driver assistance features like cruise control and lane control but was far from a fully self-driving vehicle. Following complaints to the Federal Trade Commission (FTC), Mercedes pulled the advert.

Tesla has gotten into similar hot water with its Autopilot system. In March 2018, two consumer lobbying groups, Consumer Watchdog and The Center for Auto Safety, wrote to the FTC: “Tesla [is] deceiving and misleading consumers into believing that the Autopilot feature of its vehicles is safer and more capable than it actually is.” They pointed out Tesla adverts that claim “Full Self-Driving Hardware on All Cars” and Tesla videos showing the company’s vehicles driving themselves.

The Society of Automotive Engineers has issued a standard for classifying the broad range of automotive automation into five discrete levels:

- **Level 0** – No driving automation. Your grandmother’s car when she learned to drive.
- **Level 1** – Automation that controls either only the lateral (lane keeping) or the forward (cruise control) motion of the vehicle. The driver remains responsible for detecting and responding to objects and hazards on the road.
- **Level 2** – Automation that controls both the direction and speed of the car in some circumstances (usually highways) but requires the driver to stay fully engaged. This would describe the current “beta phase” of Tesla’s Autopilot system.
- **Level 3** – Conditional automation that can sustain the driving task, including object detection and avoidance, in limited situations. However, the driver must stay alert and intervene quickly when the system requests.
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Level 4 – A high level of driving automation that requires no input from humans inside the vehicle, but only in certain operational domains. These might specify highways, areas that have been well mapped, daytime driving or good weather.

Level 5 – Full driving automation anywhere, and in all conditions, that cars would normally operate. Vehicles would not need to have manual driving controls.

While these technologies fall along a spectrum, there is an important distinction between SAE Levels 1 to 3, and Levels 4 and 5. The first three levels require the participation of a competent, licensed human driver, and are thus often lumped together as driver assistance or advanced driver assistance systems (ADAS). Cars with the highest two levels of automation could be transporting unlicensed or incompetent humans, or no one at all.

Some companies, for example Tesla, Cadillac and Nissan, are already providing Level 2 systems as stepping stones to Level 4 and 5 vehicles. Deploying ADAS technologies allows companies to gain experience with real-world customers and to generate revenue to fund continued progress.

However, there are concerns about the safety of such systems. Waymo abandoned the idea of commercializing a Level 3 system in 2013 after testing it among its Google employees, and watching them with cameras. It found that drivers were “tuning out” from the driving task – sometimes applying make-up, working on a laptop or even falling asleep (for nearly half an hour) while travelling at freeway speeds.  

Many scientific studies have found that human drivers rapidly lose their ability to concentrate when required to oversee automated systems. Carmakers do their best to mitigate such lapses in attention by sensing when drivers take their hands from the wheel or their eyes from the road, and providing haptic or auditory alerts. Essentially, Level 2 and 3 systems need to watch both the road ahead and the driver behind their wheel. If the driver refuses to supervise it, the car will disengage and hand control back. This management of the human-computer relationship is an added complication that comes with its own risks, such as “mode confusion” when car and human both believe the other is in charge.

So why do manufacturers bother with Level 2 and 3 at all? One reason is that media coverage of self-driving cars has stimulated interest among consumers in trying the technology, and Tesla and Cadillac have both enjoyed some success in presenting their systems as luxury convenience features.

Perhaps more importantly, traditional car makers have no choice but to work with Level 2 and 3 systems. The passenger car has usually been sold as a product that consumers expect to work over wide geographical and meteorological domains. This is in contrast to an AV MAAS that start-ups like Waymo and Uber can roll out slowly, generally starting from the least challenging environments.

If today’s car manufacturers wait until Level 4 and 5 systems are widely available, they may cede ground to start-ups which have no legacy customers to satisfy.
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There is also the possibility that truly reliable Level 5 systems may still be some decades away. Humans intuitively navigate the social complexities of everyday driving in ways that are extremely difficult to automate, an instance of what is called Moravec’s Paradox. Until completely driverless AVs can prove themselves in the real world, we may be stuck with Level 2 and 3 vehicles for some time to come.

**History of AVs**

Driverless cars have been proposed, and tested, almost since the dawn of the motor car. One of the first real-world trials was by the Houdina Radio Company American Wonder in New York in 1925. This involved a modified production sedan being remotely controlled by radio from a vehicle following it, on the streets of New York.

By the 1950s, major car makers were dabbling with cars that could follow guide wires, circuits or cables embedded in the roadway. Experimental vehicles using vision systems and early lidar systems, controlled by on-board computers, emerged in the 1980s and 1990s.

What supercharged the current wave of AVs was a series of competitions organized by the US military’s research arm DARPA. The Grand Challenge in 2004 offered a $1m prize to an AV capable of completing a tough 150-mile off-road route in the Mojave Desert. None of the 15 vehicles that started got further than 7.5 miles along the course. A follow-up event the next year saw five vehicles complete the course, and an on-road Urban Challenge in 2007 specifically addressed typical traffic infrastructure, including intersections, road signs and other road users.

Core personnel from teams participating in the three DARPA challenges went on to develop many of the AVs that are being tested and operated today. Google in particular hired numerous engineers, led by Stanford computer science professor Sebastian Thrun, to work on mapping and then AV technologies in 2007 and 2008.

When Google’s “self-driving cars” were revealed in 2010, already having been extensively tested on public roads, the AV gold rush began. Within a few years, dozens of start-ups had begun work on either AVs themselves, or the sensor and computing technologies they use. Established automakers were slower to the party but by 2016 most major car makers either had an in-house AV program, or had acquired one or more start-ups to boost their AV expertise.

The financial stakes are high. In 2017, Waymo (Google’s spun-off self-driving car unit) sued Uber for patent infringement (initially) and misappropriation of trade secrets, relating to accusations that longtime Google engineer Anthony Levandowski took thousands of technical documents with him when he left the company. Levandowski then started a self-driving truck start-up called Otto, which was quickly acquired by Uber, along with numerous ex-Google engineers.

The high profile and acrimonious lawsuit was ultimately settled by Uber giving Google a small stake in its business, but not before both companies were damaged by revelations of corporate chaos and shady practices.
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Legal status of self-driving vehicles

Prior to 2010, no jurisdiction in the world had enacted laws regarding the testing or operation of AVs on public roads. That worked to Google's advantage, once its engineers considered the prototype car was reliable enough to operate incognito among human drivers in California.

Google's lawyers scoured the state's driving regulations and noted that nothing in the texts explicitly prevented a computer from operating a vehicle, as long as a licensed human driver was overseeing it from the driver’s seat.\(^46\) The human would remain legally liable for any infractions or collisions.

But this was clearly a stopgap measure. Google realized that once it was widely known that AVs were more than just a science fiction concept, law makers would be keen to have input into how those vehicles operated on their roads. In 2011, the company began discussions with officials in California, but those progressed only slowly.

Google, and specifically Anthony Levandowski – the same engineer who had built Google's first self-driving car and later the protagonist of the Google-Uber lawsuit – started to look elsewhere. Levandowski made contact with a lobbyist, David Goldwater, who suggested that a smaller state like Nevada might be more open to creating friendly legislation.

Between them, Levandowski and Goldwater drafted a bill, AB511,\(^47\) which defined an AV as “a motor vehicle that uses artificial intelligence, sensors and global positioning system coordinates to drive itself without the active intervention of a human operator.” It would also open the door to testing and operating AVs in the state.

“When we worked with the Nevada legislature, [Anthony took] a low profile and back seat to everything,” says Goldwater, in a previously unpublished interview. “It was not where we wanted to announce that this was Google and this was a big deal. It was strategic on his part, which I encouraged, that we keep [their] profile down and get as far as we could without too many people paying attention.”

Nevada passed that bill in August 2011, becoming the first jurisdiction to legalize AVs. “Nevada was about removing an excuse for the engineers to not be able to ship the technology,” said Levandowski in 2016. “Once the roadblock was removed, it was more clear that we had to do more work to improve the reliability of the tech. That’s really when I realized, it’s not ready.”

Nevertheless, Google was swift to capitalize on the PR opportunity. The bill became law in March 2012, and in May, Google put a modified Toyota Prius through the world's first “self-driving test.”\(^48\) A driving examiner from the Nevada Department of Motor Vehicles (DMV) sat in the passenger seat while the car drove itself through Las Vegas, just as a human applicant would. Although Google had chosen the route and its engineer/driver, Chris Urmson, had to take control of the car twice during the test, the vehicle passed and was awarded a special red AV license plate.

Google never tested extensively in Nevada, but the state’s AV laws would come to the fore again a few years later. When Levandowski left Google to launch his self-driving truck start-up Otto in 2016, he filmed a demonstration video of his first autonomous semi-truck barreling down a Nevada highway with no one in the cab. However, that truck had not had its self-driving test and was not carrying an AV license plate.\(^49\)
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The Nevada DMV had warned Otto that engaging its technology on the state's road without a permit would be a violation of its AV testing regulations. Levandowski thought he knew better. Having helped to draft those rules, he spied a loophole in them. AB511 defines an AV as one that operates “without the active intervention of a human operator.” Levandowski claimed that Otto’s truck had a safety driver sitting, unseen, further back in its cab, ready to take over should the system fail. “Our vehicle still requires monitoring, so it’s not an AV,” said Levandowski.

The DMV took a dim view of Levandowski’s interpretation and called Otto’s vehicles illegal. But Levandowski must also have known that Nevada's existing rules had no provisions or penalties for anyone breaking them. No action was taken, and Otto was acquired shortly after by Uber.

Since Nevada's pioneering effort, 28 other US states have enacted legislation relating to AVs. The neighboring states of California and Arizona, at opposite ends of the legislative spectrum, neatly illustrate some of the problems in formulating robust, effective regulation for a technology that is still evolving rapidly.

California’s path to AV regulation has been more thorough and transparent than perhaps any other. The process has also been stately, not to say slow. Despite talking with Google as early as 2011, it was not until 2013 that the state held its first public workshops about AV testing, and not until fall 2014 that its first AV testing regulations went into effect.

California’s rules go into far more detail about AV technology than Nevada’s. Although there is no explicit self-driving test, manufacturers must post a large ($5m) bond in case of claims, report every collision involving their vehicles, and supply an annual report of “disengagements” – unplanned deactivations of their autonomous technology.

Because these reports are some of the only standardized public documents detailing often secretive AV programs, they have understandably (if sometimes erroneously) come to be regarded as measuring the relative performance of the companies’ technologies.

Commenting on the figures in 2016, Google’s then-lead engineer Chris Urmson said, “What you don’t get without me talking to you is the fact that [the number of disengagements] isn't really something we put a lot of focus on. And that it really isn't representative of where the technology would be when we’re ready to release it.”

California is now granting permits for fully driverless cars to begin testing in public, and is already thinking about the deployment of AV MAAS. The driverless test vehicles are required to stick to geofenced areas and certain weather conditions, and need to have a remote human operator to assist passengers. Cars also need to have a plan of how they would interact with law enforcement and other emergency services. California is also planning to extend its AV regulations to cover light commercial delivery vehicles.
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Regulators struggled with how much input local towns and cities should have into the cars’ operations. “In the past, we’ve said they would have to work on a plan with local authorities, but if you have a vehicle designed to go through three different jurisdictions, that would be a tough task,” said Bernard Soriano, deputy director of the CA DMV in 2017. Instead, the agency worked with the California Highway Patrol to settle on a single, state-wide process.

AV developers have generally complied with California's detailed regulations. One notable exception is Anthony Levandowski once again. After his move to Uber, Levandowski was put in charge of the ride-hail company’s AV program. In December 2016, Uber deployed a fleet of AV passenger cars in San Francisco without first applying for an AV testing permit. Levandowski's rationale was the same as he had used in Nevada with Otto: because Uber’s cars required a safety driver to monitor them, they did not actually count as autonomous vehicles.

This time, Levandowski did not get away with it. The California DMV sent Uber a letter calling the company’s behavior illegal and threatening legal action if the vehicles were not removed. “This technology holds the promise of true safety benefits on our roadways, but must be tested responsibly,” it wrote.66 Uber did not back down, and the DMV subsequently revoked the registrations of Uber’s 16 AVs.

Levandowski swiftly transported the AVs to Arizona (on an Otto truck, naturally), where they were eagerly welcomed by Arizona governor Doug Ducey. “While California puts the brakes on innovation and change with more bureaucracy and more regulation, Arizona is paving the way for new technology and new businesses,” he wrote in a statement.57 Ducey had long been wooing Uber. In 2015, Ducey had signed an executive order (drafted with contributions from Uber) that cleared the way for the public testing and operation of AVs, with no permits or bonds, and very little oversight. In fact, Uber’s AVs were already being quietly, if not secretly, tested in Arizona when the additional San Francisco cars arrived.58

Arizona was the very model for laissez faire operation of AVs. The governor's AV oversight committee was stuffed with political appointees and had met only once or twice, calling no witnesses and issuing no recommendations. In January 2017, Ducey declared that Arizona's approach to self-driving technology would be “the opposite approach” to California. By early 2018, about half of Uber's entire 200-strong fleet of AVs would be based in the state.

At the start of March 2018, Ducey issued another executive order,59 clearing the way for the operation of fully driverless AVs. Just over two weeks later, one of Uber’s AVs struck and killed a pedestrian crossing the road in Tempe, while its safety driver was watching streaming video on their phone.60 Eight days after that, Ducey suspended Uber’s AV testing program in the state, saying that a video of the incident raised concerns about the company’s ability to safely test its technology.

It later emerged that a manager in Uber’s testing operation group had previously warned executives that the software driving the company’s vehicles was dangerous, that human safety drivers were not properly trained, and that the cars are “routinely in accidents resulting in damage.”61
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It is, of course, impossible to know whether the fatal collision might have been avoided had Uber been operating legally at the same scale in California, where any technological or procedural shortcomings might have come to light earlier thanks to the state’s reporting requirements of collisions and disengagements.

The high profile example of Uber moving its testing from California to Arizona aside, it is also difficult to unpack the stimulating or depressing effect of AV regulations from the particular economic and geographical conditions of individual locations. California has the largest number of companies testing AVs (57 as of September 2018), largely due to the density and vitality of its start-up ecosystem. And Arizona and Florida probably attract testers as much for their generally clement weather and wide-open roads as for any laws that their governments might have passed.

It might suffice to note simply that despite having the most detailed and burdensome regulations of any US state, California continues to lead the way in the number and diversity of AV start-ups and larger operations.

There is an elephant in the room, however. While states have traditionally regulated the licensing and operation of drivers and vehicles, the federal government has long held sway over safety requirements. There have been several attempts to pass national laws regarding autonomous vehicles, laws that could particularly affect the more bureaucratic states like California.

The latest US bill, and the one that has progressed the farthest, is the bipartisan AV START (Safer Transportation through Advancement of Revolutionary Technologies) Act, which passed by voice vote in the House of Representatives in 2017. Proponents of the bill, which include many automakers, AV developers, and ride-share companies, rely heavily on US road deaths figures and the often-quoted figure that 94 percent of collisions involve human error.

AV Start would apply to vehicles at SAE Level 3 and higher, and would allow manufacturers to seek exemptions to federal vehicle safety standards for vehicles that lack traditional controls, by proving their vehicles offered equivalent or greater safety. It obliges manufacturers to ensure that their vehicles can detect all types of road users, including pedestrians and cyclists. Once ready for commercial deployment or sale, manufacturers would then have to submit a Safety Evaluation Report detailing system safety, data recording, cybersecurity, human-machine interface, automation level, and crashworthiness. The bill also specifies that crash data be collected for partially automated (Level 1 and 2) vehicles.

But the Act also includes some loopholes. Although manufacturers have to provide the Department of Transportation (DOT) with their safety report, the Act specifically says that Secretary of Transportation cannot condition the sale or deployment of AVs based on an evaluation of it. Under the rules, each manufacturer would be allowed to deploy 15,000 vehicles immediately, ramping up to 80,000 AVs by the third year after the legislation going into force.

In July 2018, a group of road safety advocates published an open letter criticizing AV START and proposing a number of fixes. These include requiring AVs to pass a “vision test” (hearkening back to Nevada’s “self-driving test”), compelling manufacturers to capture and share crash data, including Level 2 vehicles in the rules, and allowing states and local jurisdictions to enact their own AV regulation.

---

Veteran auto safety campaigner Ralph Nader wrote of AV Start, “Autonomous-vehicle manufacturers argue that completely driverless cars would be safer than conventional cars, in that they would eliminate driver error and never get drunk. Yet the manufacturers are inebriated with power over Congress. They tout data-starved claims of innovative, revolutionary technologies premised on ‘if you build it they will come.’”

Promisingly, there are signs that the industry is now thinking seriously about safety. In October 2018, the Rand Corporation proposed (in partnership with Uber) a comprehensive integrated safety framework for AVs that involves detailed testing and metrics to be gathered in order to establish statistically meaningful measures of safety.

One of the main points of those against AV START, and why its backers have been unable to muster enough votes in the Senate, is that the National Transportation Safety Board (NTSB) has several investigations involving automation that could have a direct bearing on the new rules. AV technology may be safer in the long run, but it seems to be killing people now.

**Getting it right, and wrong**

One reason why AV developers are in such a rush to develop their vehicles and services is that many believe that AV MAAS will be a “winner takes all” scenario, in the tradition of Windows, Google and (possibly) Uber. Even in the presence of competent, or even superior, rivals, a technology product that launches either earlier or cheaper can enjoy market dominance.

Developing AVs was considered “existential” to Uber’s future by its founder Travis Kalanick. The logic is that the first company to offer an AV MAAS will be able to undercut all other taxi and ride-hail services.

Analysts at ARK Investment Management estimate that an AV MAAS might cost users 35 cents a mile. That compares to around $1 to $1.50 per mile for ride-hail services like Uber or Lyft or around 59 cents a mile for the average private car. The first AV MAAS could either be very profitable, thus fueling its expansion, or very cheap, thus grabbing market share, or possibly even both.

There are other potential benefits to being first to market. The first mover could gain valuable insights into customer behaviors, helping them to deploy more efficiently, or rapidly improve their maps and understanding of particular urban and geographical domains.

But no one knows whether such dominance is likely. An equally plausible scenario could be providers rushing to deploy, only to face mounting capital costs, unexpected technological problems and pushback from users and communities. While social media’s global reach seems inevitable these days, Facebook’s vaunted network effect took hold too late for predecessors such as Friends Reunited and MySpace.

---
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There have only been a few, limited deployments of AV MAAS to date. The largest is from Waymo, which launched what it calls an Early Rider program in and around Phoenix, Arizona in April 2017, and a commercial service to the same community in December 2018, called Waymo One. The initially deployed service typically has safety drivers behind the wheel of its AVs. It currently allows around 400 people to summon cars via a smartphone app and take rides around the city. Voyage Auto is offering a similar pilot service, entirely within two retirement communities in California and Florida. Lyft has completed over 5000 AV rides in Las Vegas, with its technology partner Aptiv. Other AV developers, including GM and Uber, are also poised to launch services.

Waymo’s and Voyage’s geographically limited deployments have been largely uncontroversial, although there have been reports of Waymo’s vehicles irritating human drivers with hesitant and overly cautious maneuvers. As of December 2018, police in Waymo’s test area had received 21 reports of citizens harassing the autonomous vehicles and their human test drivers, including tires being slashed, cars being forced off the road, and even having a handgun aimed at them.

Other companies have had just as bumpy a time of it. Even before one of Uber’s AV hit and killed a pedestrian in Tempe, the company’s vehicle had been spotted running red lights in San Francisco.

But the company that has faced the most sustained criticism and scrutiny is Tesla. Tesla’s Autopilot has been standard on its cars from October 2014, although use of the system requires an additional payment. Over the years, the hardware has changed, including as the result of an acrimonious split with the original vendor for its vision system, Mobileye, in July 2016. In October 2016, Tesla said that all of its new cars would now come with all the hardware they need for Level 5 operation, with driver assistance and self-driving features being rolled out slowly as they were developed. As of autumn 2018, Autopilot supports Level 2 driver assistance.

Since its debut there have been a handful of serious collisions, and three fatalities, linked to use of Autopilot. Three involved Tesla vehicles colliding with stationary vehicles, which is a known problem with AV technologies that rely on radar. One of the two US fatalities happened in Florida in 2016, when a Tesla Model S did not detect a tractor-trailer crossing the road in front of it and subsequently hit it at about 75mph. The second, which occurred in Mountain View California in 2018, involved a Tesla Model X driving into a highway divider at high speed.

The National Transportation Safety Board (NTSB) determined that the Florida crash was due to a number of factors, including poor driving by the truck driver and over-reliance on the automated system by the Tesla driver. Tesla itself did not escape blame, with NTSB Chairman Robert Sumwalt, commenting: “System safeguards, that should have prevented the Tesla’s driver from using the car’s automation system on certain roadways, were lacking and the combined effects of human error and the lack of sufficient system safeguards resulted in a fatal collision that should not have happened.”

---
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NTSB made a number of recommendations, including that manufacturers should incorporate safeguards to limit the use of AV systems to conditions for which they are designed, for there to be a method to verify those safeguards, and for development of applications to more effectively sense a driver’s level of engagement with the driving task. The NTSB is continuing to investigate the more recent collisions involving Autopilot, and in April slapped Tesla’s wrist for revealing investigative information before it was vetted.\(^8\)

Tesla, however, continues to roll out new Autopilot features even as its original technologies are being investigated. In September 2018, a driver using a new Summon feature, which automatically extracts the Tesla from a parking space, said their vehicle veered into a garage wall and lost its front end. “You are responsible for the operation of your vehicle even during summon mode,” the company reportedly told him in an email.\(^8\)

The tension between Tesla’s commercial desire to bring an exciting product to market, and the safety imperative to ensure that it works, is far from being resolved. In October 2018, Tesla quietly removed the option for customers to pre-order a Level 5 Autopilot package for its latest Model 3 sedan. Does a first mover advantage disappear if you shift into reverse?

**Can you sue a robot?**

The question of who is responsible for cars operating autonomously has yet to be fully settled. While humans are required to have some input into the driving task (automation Levels 1 through 3), liability rests with the vehicle’s licensed driver. During AV MAAS, the liability will almost certainly rest with the service operator. Voyage recently revealed that it was pioneering a concept of real-time insurance,\(^8\) where premiums could be dynamically adjusted depending on the risk profiles of an AV’s operating environment.

Privately-owned Level 4 and 5 vehicles are a gray area. Bryant Walker Smith of the University of South Carolina’s School of Law has argued\(^8\) that AVs herald a transition from vehicular negligence to product liability. Today, around 2 percent of crashes are directly attributable to component failure, and up to 94 percent to human error. In one possible AV future, those figures might be reversed – albeit with a vastly reduced number of crashes overall.

One consequence of this, notes Walker Smith, is that the costs associated with such accidents would be borne by the manufacturer, and ultimately be reflected in the purchase price of the car. In effect, an objectively safer Level 5 car might cost more than its Level 3 equivalent.

If AVs live up to even some of their promise, however, the overall cost to society from vehicular crashes should be lowered. A 15 percent decline in collisions would reduce annual US costs by $125 billion, while replacing 10,000 fatal injuries with 10,000 minor injuries would reduce costs by $90 billion more.\(^8\) It is surely this hope that led Volvo CEO Håkan Samuelsson to declare in 2015 that his company would accept full liability whenever one of its cars was in autonomous mode.


\(^{83}\) Voyage, “Auto Insurance for the Autonomous Age,” July 25 2018, [https://news.voyage.auto/auto-insurance-for-the-autonomous-age-262d5e985949](https://news.voyage.auto/auto-insurance-for-the-autonomous-age-262d5e985949)


In the summer of 2018, the UK passed an Act of Parliament\(^5\) that aimed to clarify liability for automated vehicles. When “an accident is caused by an automated vehicle... driving itself” and the vehicle is insured, the insurer would be directly liable for any damage. The intention was to give collision victims a swift path to compensation without pursuing complicated product liability claims against car makers or AV software companies. (The insurer could, in turn, sue the manufacturers if it wanted to).

However, there are several exclusions and gaps in the legislation. If an insured person alters their vehicle's software without permission – or fails to install critical software updates when required – that would exclude liability, as would a person's “negligence in allowing the vehicle to begin driving itself when it was not appropriate to do so.”

These clauses seem to require consumers to have knowledge about which updates are safety-critical and which are not, and to have a good understanding of the operational limitations of their vehicle’s automated driving system. The law also fails to consider Level 2 and 3 automated driving systems that need monitoring.

### Security, hacking and privacy

AVs are not just computers on wheels, they are hundreds of computers on wheels. Every one of those is prone to the same software bugs, hardware glitches, security flaws and privacy intrusions as your phone or laptop, plus some brand new vulnerabilities unique to robotic systems.

Modern Level 0 and Level 1 vehicles have already proven susceptible to hacking,\(^6\) with researchers demonstrating an ability to remotely take control of moving cars on the highway.\(^7\) These attacks have typically exploited vulnerabilities in vehicle's infotainment systems, gaining access through diagnostic ports or even wirelessly using Bluetooth and other radio connections. With more computers, more sensors and more connectivity, AVs will fundamentally offer a larger attack surface for those with malicious intent.

While the security weaknesses of computers are well understood, those of innovative sensor systems have been less well tested. Researchers have found that they can fool computer visions into misreading Stop signs,\(^8\) spoof GPS signals for navigation,\(^9\) and even generate fake walls and cars to trick lidar systems.\(^9\)

The potential consequences of hacking a vehicle are obviously much more serious than seizing control of a personal computer. Ransomware takes on a whole new meaning, and the first AVs to be misdirected or forced into a collision could set back the MAAS industry for years.

---


Among AV developers, Waymo has been the most open about its cybersecurity precautions. It follows a multi-step approach involving verifiable software, redundant security systems, timely updates, encrypted communications, and threat modeling.

Karl Iagnemma, president of nuTonomy, a company building software for MAAS AVs, cautions about focusing too much on cybersecurity scares, at the cost of over-looking problems designed into the system. He says, “The biggest threat to an occupant of a self-driving car today isn’t any hack, it’s the bug in someone’s software because we don’t have systems that we’re 100 percent sure are safe.” The tragic evidence for this, the death of pedestrian Elaine Herzberg in Tempe under the wheels of an Uber AV, shows that AVs introduce their own modes of failure around automated decision making and the human-machine interface.

AVs also bring to the fore emerging issues around technology and privacy. “Anytime we get into a vehicle, a lot of people will know who’s in the vehicle, where we’ve been, where we’re going and what we’re doing. We’re clearly going to live in a much more observed world and that has a lot of implications,” says David Dixon, an urban designer and author of a book called Suburban Remix.

If you summon a MAAS AV on your app, you will be sharing at least your current location and your destination. The Tesla Model 3 already comes with an internal camera, possibly to enable monitoring of passengers during future MAAS rides. The Cadillac CT6 also has a driver-facing camera, whose function is to track the driver’s head position to see whether they are paying attention to the road during Level 2 and 3 automated driving. Upcoming vehicle-to-vehicle (V2V) systems that broadcast data for safety reasons also potentially open the door to privacy abuses.

In reality, consumers are already making similar privacy sacrifices when participating in ride-share services. In addition, the use of a GPS-enabled smartphone also gives navigation service providers like Google and Apple detailed insights into our daily movements in our own vehicles. The development of numerous governmental automated license plate reader (ALPR) systems, as well as peer-to-peer vehicle tracking dashcams apps, mean that even the least tech-savvy individuals are likely being tracked and located multiple times a day.

Nevertheless, concentrating such powerful sensor, processing and connectivity technologies in something as central to people’s sense of identity as a personal vehicle can produce some startlingly dystopian visions. Consider Motorola’s patent for a car that, as one analyst summarizes it, “locks you up, administers a breathalyzer, reads you your rights, figures out who your counsel of record is, conferences you in with your lawyer, consults with a court on your bail, and lets you swipe your cards to bail out of the car.”

---
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Madeleine Elish of the Data & Society Research Institute has introduced the concept of the “moral crumple zone.” Just as a crumple zone in a car absorbs the force of a collision, she worries that the human in a robotic system will bear the brunt of the moral and legal penalties when the system fails. Ian Kerr, Canada Research Chair in Ethics, Law and Technology at the University of Ottawa, predicts that privacy could be the first moral crumple zone in Level 2 and Level 3 semi-automated vehicles. In an effort to reduce manufacturers’ liability, he writes: “The use of internal sensors will increase the overall personal information collection payload with more and more personal data being collected and controlled by the automotive industry.”

But this is not inevitable, argues Kerr. Engineers and policy makers could, and should, strive to preserve privacy while ensuring safety. Systems designed to eliminate driver inattention should be limited to those functions, even if they are theoretically capable of identifying and tracking occupants and other road users, or providing commercially useful data to car makers, advertisers or wider data platforms.

Kerr cites positive policy innovations like Europe’s General Data Protection Regulation (GDPR), which requires companies to implement data protection by default into their products, and Canada’s Privacy by Design principles, which highlight privacy, security, visibility and transparency.

The problem with the Trolley Problem

Patrick Lin, a philosopher at the California Polytechnic State University, thinks that developers of AV also need to explicitly consider ethics when designing their technologies. In a 2015 paper, he discussed a philosophical dilemma commonly called “the trolley problem” in the context of AVs. Imagine a light rail streetcar is careering down a hill. On its current course, it will hit and kill a pedestrian, but you just have time to divert it to a dead end track, where it will crash and kill its occupants. What should you do?

Lin suggests several 21st-century versions for AVs. For example, faced with the choice between hitting a deer on a country road (the cause of around 1 million collisions in the US annually) or swerving dangerously into oncoming traffic, what would you want your automated vehicle to do?

Whatever split-second choice humans make in such situations is usually forgiven, as we are usually responding instinctively. But an AV has more responsibility, Lin argues: “The programmer and [car maker] do not operate under the sanctuary of reasonable instincts; they make potentially life-and-death decisions under no truly urgent time-constraint and therefore incur the responsibility of making better decisions than human drivers reacting reflexively in surprise situations.”

There are many possible aspects to consider. Should an AV simply attempt to minimize damage to the car in any unavoidable crash? But what if that means hitting an innocent cyclist rather than a SUV with a drunk driver? Should an AV sacrifice its own passenger rather than crashing into a school bus? In 2016, a Mercedes Benz executive said that its future AVs would be selfish, with a priority on saving those inside the vehicle.
In 2016, NHTSA's 15-point Safety Assessment checklist for AVs included an entire section on ethical considerations: “Even in instances in which no explicit ethical rule or preference is intended, the programming of an AV may establish an implicit or inherent decision rule with significant ethical consequences. Manufacturers and other entities, working cooperatively with regulators and other stakeholders (e.g., drivers, passengers and vulnerable road users), should address these situations to ensure that such ethical judgments and decisions are made consciously and intentionally.”

To unpack the issue, Iyad Rahwan of MIT’s Media Lab attempted to construct “moral algorithms” by crowd-sourcing answers to such dilemmas on Amazon's Mechanical Turk system. He found that participants were generally comfortable with purely utilitarian AVs, programmed to minimize a collision's overall death toll – although they would actually be less likely to buy such an altruistic vehicle over one that prioritized their own family in a crash.

Under the Trump administration, a “clearer, more streamlined, less burdensome” NHTSA checklist issued in September 2017 dropped the ethical considerations section altogether. This fits with the thinking of many AV engineers. Karl Iagnemma of nuTonomy sees bigger issues with the deployment of AVs than improbable ethical dilemmas. He believes that “focusing on the trolley problem could distract regulators from the important task of ensuring a safe transition to the deployment of AVs, or mislead the public into thinking either that AVs are programmed to target certain types of people or simply that AVs are dangerous.”

Johannes Himmelreich is a philosopher in the McCoy Family Center for Ethics in Society at Stanford University, and works part-time at Apple on the ethics of machine learning and autonomous systems. He argues that the trolley problem is not only implausible – presupposing an unavoidable collision, and yet enough control to allow its course to be altered – but unrealistic to apply to AVs, whose behavior is often controlled through the ‘bottom-up’ learning of neural networks rather than ‘top-down’ decision-making.

Bryant Walker Smith agrees that the binary clarity of the trolley problem is misleading. Drivers, whether automated or human, rarely face clear-cut choices and definite outcomes. Instead, driving is a social dance where every participant is constantly weighing the safety of themselves and other road users with their need to reach their destination, and possibly listening to a conversation or following sat-nav directions at the same time.

Our behaviors on the road are the result of complex calculation of possibilities, wrote Smith in 2017: “These cyber-physical systems will need to balance risks rather than merely harms or probabilities in isolation. If an automated vehicle will not merge onto a freeway unless there is no conceivable scenario in which harm may occur, then it will not merge at all.”
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Smith suggests that the most practical course of action for AV developers is to share data to enable all of them to accurately and consistently assess those probabilities, with federal regulators taking responsibility for quantifying and minimizing the harms that will always be present when two-ton metal objects are hurtling through the real world.

Ryan Snyder, Principal of Active Transportation at Transpo Group, a consultancy, notes that the ethics of AVs go far beyond collision avoidance. Deciding how AVs will interact with transit and emergency vehicles, with pedestrians and bicycles, and with the cities they travel through, is something that must be programmed into the systems. AVs can be polite or aggressive, environmentally minded or profligate, selfish or community-minded. “There are so many value-laden decisions going into those decisions,” says Snyder. “This shouldn’t be the decision of one engineer or bureaucrat. It should be a community discussion - we need an algorithm board for autonomous vehicles.”

Himmelreich formalizes this view by noting that AVs pose not individual, moral dilemmas but political problems, reflecting institutional and social choices. Seen in this light, says Himmelreich, the more interesting ethical challenges around AV are actually mundane- but regularly fatal - situations such as approaching a crosswalk with limited visibility or trying to turn left against oncoming traffic.

The extent to which AVs can reduce these kind of everyday road deaths will depend on engineering and policy decisions, which come with significant ethical dimensions. Stringent regulations requiring AVs to meet minimum safety standards would likely be accompanied by economic costs that could delay deployment. Forced data-sharing between manufacturers might result in more consistent improvements across the board, but might give rise to user privacy or intellectual property problems. And simply leaving safety choices up to the consumer could result in less safe (albeit cheaper or more convenient) vehicles overall.

Himmelreich also speculates that AVs could surface different ethical issues in the legal landscape. Given that auto makers manufacturers are likely to face an increase in liability exposure with AVs, he notes that they might seek to reduce their exposure by programming cars to drive more cautiously in certain areas – such as affluent neighborhoods home to people likely to be awarded higher damages. Are policy makers ready to deal with this kind of discriminatory driving behavior, at scale?

Perhaps the most important takeaway from Himmelreich's research is the awareness that ethical concerns about AVs are not science fiction, but real challenges facing the industry today. Tesla CEO Elon Musk already has a strong position on the ethics of AVs. As with many of his positions, it is controversial. “Writing an article that’s negative, you're effectively dissuading people from using autonomous vehicles, you're killing people,” he said about journalistic criticisms of Tesla’s Autopilot system, during an earnings call in 2016.110

Musk believed that the Level 2 technologies found in his cars were already making them safer than a similar Level 0 vehicle, citing a NHTSA report of fewer airbag deployments (often used as a proxy for vehicle collisions) among Tesla vehicles. Without getting into the statistical weeds, NHTSA denied having evaluated Tesla's Autopilot technology or having come to a conclusion about its effectiveness.111

---

But the philosophical question remains. If and when an AV of whatever automation level is demonstrated to experience fewer collisions or fewer fatalities, would it be wrong not to use it? Moreover, would it be justified for a government to require the use of such technologies, just as many do for basic safety equipment like seat safety belts or, soon, back-up cameras?

The development and use of all technologies come entangled with ethical considerations. But AVs are unique in that they promise to reshape many aspects of human society and culture at many scales, from the personal to planetary.

**Full speed ahead**

As in many areas of technology, there is a mismatch between the speed of technical progress in AVs, and that of the regulations, laws and policies meant to shape it. Anthony Levandowski may have left Uber in disgrace in 2017 but he is already attracting investors and engineers to his new venture – a self-driving truck company that aims to be operating across the US within months of its launch.

“The only thing that matters is the future,” he told The New Yorker after the Waymo trial. “I don’t even know why we study history. It’s entertaining, I guess—the dinosaurs and the Neanderthals and the Industrial Revolution, and stuff like that. But what already happened doesn’t really matter. You don’t need to know that history to build on what they made. In technology, all that matters is tomorrow.”112

Levandowski’s viewpoint may be controversial but it is one that regulators, politicians and engineers must be aware of if they are to have any chance of influencing a technology that promises – and threatens – so much.

---
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**Exhibit 1 Nevada Assembly Bill No. 511–Committee on Transportation (excerpt)**

AN ACT relating to transportation; providing certain privileges to the owner or long-term lessee of a qualified alternative fuel vehicle; authorizing in this State the operation of, and a driver’s license endorsement for operators of, autonomous vehicles; providing a penalty; and providing other matters properly relating thereto.

**Legislative Counsel’s Digest:**

Existing law authorizes the Department of Transportation to adopt regulations to allow certified low emission and energy-efficient vehicles to be operated in a lane on a highway under its jurisdiction designated for the preferential use or exclusive use of high-occupancy vehicles. (NRS 484A.463) Section 6 of this bill defines the term “qualified alternative fuel vehicle” in such a manner as to include within the definition both plug-in vehicles that are powered by an electric motor, and vehicles which are powered by an alternative fuel and meet specified federal emissions standards. Section 7 of this bill requires that, with limited exceptions, each local authority shall establish a parking program for qualified alternative fuel vehicles. Section 7 provides that the owner or long-term lessee of such a vehicle may: (1) apply to the local authority for a distinctive decal, label or other identifier that distinguishes the vehicle from other vehicles; and (2) while displaying the distinctive identifier, park the vehicle without the payment of a parking fee at certain times in certain public parking lots, parking areas and metered parking zones. Section 10 of this bill authorizes the use of a qualified alternative fuel vehicle in high-occupancy vehicle lanes irrespective of the occupancy of the vehicle, if the Department of Transportation has adopted the necessary regulations. Section 13 of this bill causes the provisions of this bill that pertain to qualified alternative fuel vehicles to expire by limitation (“sunset”) as of January 1, 2018.

Section 8 of this bill requires the Department of Motor Vehicles to adopt regulations authorizing the operation of autonomous vehicles on highways within the State of Nevada. Section 8 defines an “autonomous vehicle” to mean a motor vehicle that uses artificial intelligence, sensors and global positioning system coordinates to drive itself without the active intervention of a human operator. Section 2 of this bill requires the Department, by regulation, to establish a driver’s license endorsement for the operation of an autonomous vehicle on the highways of this State.

**Sec. 8.**

1. The Department shall adopt regulations authorizing the operation of autonomous vehicles on highways within the State of Nevada.

2. The regulations required to be adopted by subsection 1 must:
   
   (a) Set forth requirements that an autonomous vehicle must meet before it may be operated on a highway within this State;
   
   (b) Set forth requirements for the insurance that is required to test or operate an autonomous vehicle on a highway within this State;
   
   (c) Establish minimum safety standards for autonomous vehicles and their operation;
   
   (d) Provide for the testing of autonomous vehicles;
   
   (e) Restrict the testing of autonomous vehicles to specified geographic areas; and
   
   (f) Set forth such other requirements as the Department determines to be necessary.

3. As used in this section:
   
   (a) “Artificial intelligence” means the use of computers and related equipment to enable a machine to duplicate or mimic the behavior of human beings.
   
   (b) “Autonomous vehicle” means a motor vehicle that uses artificial intelligence, sensors and global positioning system coordinates to drive itself without the active intervention of a human operator.
   
   (c) “Sensors” includes, without limitation, cameras, lasers and radar.
Exhibit 2: Operate Administrations – How US DOT agencies engage with automation

Exhibit 3 – Letter from Department of Transportation Secretary Elaine L. Chao (October 2018)

America has always been a leader in transportation innovation. From the mass production of automobiles to global positioning system navigation, American ingenuity has transformed how we travel and connect with one another. With the development of automated vehicles, American creativity and innovation hold the potential to once again transform mobility.

Automation has the potential to improve our quality of life and enhance the mobility and independence of millions of Americans, especially older Americans and people with disabilities.

Moreover, the integration of automation across our transportation system has the potential to increase productivity and facilitate freight movement. But most importantly, automation has the potential to impact safety significantly—by reducing crashes caused by human error, including crashes involving impaired or distracted drivers, and saving lives.

Along with potential benefits, however, automation brings new challenges that need to be addressed. The public has legitimate concerns about the safety, security, and privacy of automated technology. So I have challenged Silicon Valley and other innovators to step up and help address these concerns and help inform the public about the benefits of automation. In addition, incorporating these technologies into our transportation systems may impact industries, creating new kinds of jobs. This technology evolution may also require workers in transportation fields to gain new skills and take on new roles. As a society, we must help prepare workers for this transition.
Preparing for the Future of Transportation: Automated Vehicles 3.0 (AV 3.0) is another milestone in the Department’s development of an adaptive, responsible approach to a framework for multimodal automation. It introduces guiding principles and describes the Department’s strategy to address existing barriers to safety innovation and progress. It also communicates the Department’s agenda to the public and stakeholders on important policy issues, and identifies opportunities for cross-modal collaboration.

The Department is committed to engaging stakeholders to identify and solve policy issues. Since the publication of Automated Driving Systems 2.0: A Vision for Safety, the Department has sought input on automation issues from stakeholders and the general public through a wide range of forums including formal Requests for Information and Comments. In March 2018, I hosted the Automated Vehicle Summit to present the Department’s six Automation Principles and discuss automation issues with public and private sector transportation stakeholders across every mode. The ideas and issues raised by stakeholders through these forums are reflected in this document. The goal of the Department is to keep pace with these rapidly evolving technologies so America remains a global leader in safe automation technology.

AV 3.0 is the beginning of a national discussion about the future of our surface transportation system. Your voice is essential to shaping this future.

Secretary Elaine L. Chao
### Safety by the Numbers

- **39,141** people lost their lives on all modes of our transportation system in 2017. The vast majority—37,133 deaths—were from motor vehicle crashes.

- **94 percent** of serious motor vehicle crashes involve driver-related factors, such as impaired driving, distraction, and speeding or illegal maneuvers.

- In 2017, **82 percent** of victims in fatal large truck crashes were road users who were not an occupant of the truck(s) involved.

- **Professional Drivers**: Professional drivers are **ten times** more likely to be killed on the job, and nearly nine times more likely to be injured on the job compared to the average worker.

- **5,977** pedestrians were killed by motor vehicles in 2017, representing 16 percent of all motor vehicle fatalities.

- **10,000** people were killed in crashes in 2017.

- Nearly **11,000** fatalities involved drinking and driving.

- Speeding was a factor in nearly **1,000** highway fatalities.

- Nearly **3,500** fatalities involved distracted drivers.

- **13 percent** of annual roadway fatalities occur in crashes involving large trucks.

**Sources:**

A. U.S. Department of Transportation, Bureau of Transportation Statistics, special tabulation, September 8, 2018

B. NHTSA 2017 Fatal Motor Vehicle Crashes, Overview. (DOT HS 812 003)


*This number is likely underestimated.*
Exhibit 5 – Waymo Safety Report: Basic Behavioral Competency Testing

We believe that our fully self-driving vehicles should be able to successfully demonstrate competency in a variety of reasonably foreseeable traffic situations that are within the vehicle's operational design domain. Our system can recognize and stay within its design domain, and the set of competencies expands or shrinks in accordance with the scope of each operational design domain. For each behavioral competency shown in the table below, we test a wide range of scenarios with variations in factors such as road configuration, the speed of our vehicle or other vehicles, and lighting conditions.

<table>
<thead>
<tr>
<th>Set of Behavioral Competencies Recommended by NHTSA</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Detect and Respond to Speed Limit Changes and Speed Advisories</td>
</tr>
<tr>
<td>2. Perform High-Speed Merge (e.g., Freeway)</td>
</tr>
<tr>
<td>3. Perform Low-Speed Merge</td>
</tr>
<tr>
<td>4. Move Out of the Travel Lane and Park (e.g., to the Shoulder for Minimal Risk)</td>
</tr>
<tr>
<td>5. Detect and Respond to Encroaching Oncoming Vehicles</td>
</tr>
<tr>
<td>6. Detect Passing and No Passing Zones and Perform Passing Maneuvers</td>
</tr>
<tr>
<td>7. Perform Car Following (Including Stop and Go)</td>
</tr>
<tr>
<td>8. Detect and Respond to Stopped Vehicles</td>
</tr>
<tr>
<td>9. Detect and Respond to Lane Changes</td>
</tr>
<tr>
<td>10. Detect and Respond to Static Obstacles in the Path of the Vehicle</td>
</tr>
<tr>
<td>11. Detect Track Signals and Stop/Yield Signs</td>
</tr>
<tr>
<td>12. Respond to Track Signals and Stop/Yield Signs</td>
</tr>
<tr>
<td>13. Navigate Intersections and Perform Turns</td>
</tr>
<tr>
<td>14. Navigate Roundabouts</td>
</tr>
<tr>
<td>15. Navigate a Parking Lot and Locate Spaces</td>
</tr>
<tr>
<td>16. Detect and Respond to Access Restrictions (One-Way, No Turn, Ramps, etc.)</td>
</tr>
<tr>
<td>17. Detect and Respond to Work Zones and People Directing Track in Unplanned or Planned Events</td>
</tr>
<tr>
<td>18. Make Appropriate Right-of-Way Decisions</td>
</tr>
<tr>
<td>19. Follow Local and State Driving Laws</td>
</tr>
<tr>
<td>20. Follow Police/First Responder Controlling Track (Overriding or Acting as Track Control Device)</td>
</tr>
<tr>
<td>21. Follow Construction Zone Workers Controlling Track Patterns (Slow/Stop Sgn Holders)</td>
</tr>
<tr>
<td>22. Respond to Citizens Directing Track After a Crash</td>
</tr>
<tr>
<td>23. Detect and Respond to Temporary Track Control Devices</td>
</tr>
<tr>
<td>24. Detect and Respond to Emergency Vehicles</td>
</tr>
<tr>
<td>25. Yield for Law Enforcement, EMT, Fire, and Other Emergency Vehicles at Intersections, Junctions, and Other Track Controlled Situations</td>
</tr>
<tr>
<td>26. Yield to Pedestrians and Bicyclists at Intersections and Crosswalks</td>
</tr>
<tr>
<td>27. Provide Safe Distance from Vehicles, Pedestrians, Bicyclists on Side of the Road</td>
</tr>
<tr>
<td>28. Detect/Respond to Detours and/or Other Temporary Changes in Track Patterns</td>
</tr>
</tbody>
</table>

Examples of Additional Behavioral Competencies Tested by Waymo

| 29. Moving to a Minimum Risk Condition When Exiting the Travel Lane is Not Possible |
| 30. Perform Lane Changes |
| 31. Detect and Respond to Lead Vehicle |
| 32. Detect and Respond to a Merging Vehicle |
| 33. Detect and Respond to Pedestrians in Road (Not Walking Through Intersection or Crosswalk) |
| 34. Provide Safe Distance from Bicyclists Traveling on Road (With or Without Bike Lane) |
| 35. Detect and Respond to Animals |
| 36. Detect and Respond to Motorcyclists |
| 37. Detect and Respond to School Buses |
| 38. Navigate Around Unexpected Road Closures (e.g., Lane, Intersection, etc.) |
| 39. Navigate Railroad Crossings |
| 40. Make Appropriate Reversing Maneuvers |
| 41. Detect and Respond to Vehicle Control Loss (e.g., reduced road friction) |
| 42. Detect and Respond to Conditions Involving Vehicle, System, or Component-Level Failures or Faults (e.g., power failure, sensing failure, sensing obstruction, computing failure, fault handling or response) |
| 43. Detect and Respond to Unanticipated Weather or Lighting Conditions Outside of Vehicle's Capability (e.g., rainstorm) |
| 44. Detect and Respond to Unanticipated Lighting Conditions (e.g., power outages) |
| 45. Detect and Respond to Non-Collision Safety Situations (e.g., vehicle doors ajar) |
| 46. Detect and Respond to Faded or Missing Roadway Markings or Signage |
| 47. Detect and Respond to Vehicles Parking in the Roadway |
Exhibit 6 – Uber ATG Hardware

Hardware
Current Generation

1. Light Detection and Ranging (LiDAR)
   LiDAR is a remote sensing method that uses light in the form of a pulsed laser to measure distances to objects and objects. Each LiDAR unit, mounted on top of the vehicle, is used to detect objects within the vehicle's field of view.

2. Cameras
   Each LiDAR unit is equipped with a camera that provides visual information about the surrounding environment.

Hardware
Next Generation

In addition to the elements described on the prior page, we intend for the next generation of our self-driving vehicles to be equipped with:

1. Ultrasonic Sensors (USS)
   USSs provide near-range sensing of people and objects within the vehicle's field of view.

2. Vehicle Interface Module (VIM)
   The VIM is a gateway to allow the self-driving computer to communicate with the various vehicle control systems. It includes sensors to detect people and objects within the vehicle's field of view.

The USS will be distributed across the front and rear fascias and the starsboard and rear side-sills.

4. Global Positioning System (GPS)
   The GPS system provides position, vehicle heading, map data, and satellite measurements.

5. Self-Driving Computer
   The self-driving computer is the main computer running Perception, Prediction, Motion Planning, and other software. The computer hardware and firmware are custom to Uber's self-driving system. The computer is liquid-cooled for high power heat rejection.

6. Telematics
   Custom telematics hardware and software provide cellular data communications to support carrier network redundancy, secure mobile data traffic, and authenticated cloud communication.