
Logic and AI Fall 2011Problem Set # 2: Answers

1. In this problem we consider a possible definition of common belief, analogous to the
definition of common knowledge. Suppose there are two agents and a belief model
〈W, {R1, R2}, V 〉 where R1 and R2 are serial, transitive and Euclidean relations. Let
RB = (R1 ∪ R2)

+, where R+ is the transitive closure of R (the smallest transitive
relation containing R). Define the common belief operator CB as follows:

M, w |= CBϕ iff for each v ∈ W , if wRBv then M, v |= ϕ

(a) Provide a KD45 model M = 〈W, {R1, R2}, V 〉 and a state w ∈ W where
M, w |= B1(C

Bp) but M, w |= ¬CBp (i.e., a state where agent 1 believes that p
is commonly believed, but p is, in fact, not commonly believed).

(b) Provide an example that shows that negative introspection for common belief
(¬CBϕ→ CB¬CBϕ) is not valid

Answer. The same model works for both 1. and 2. Let W = {w, v, x} and R1 =
{(w, v), (v, v), (x, x)} and R2 = {(w, x), (x, x), (v, v)} and V (p) = {w}. This model can
be pictured as follows:

¬pw
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x

1 2

1, 2 1, 2

Then, (R1 ∪R2)
+ = {(w, v), (v, v), (w, x), (x, x)}. This means we have the following:

(a) M, v |= CBp and so M, w |= B1C
Bp

(b) M, w |= ¬B2p and so M, w |= ¬CBp

(c) Since M, v |= CBp and (w, v) ∈ (R1 ∪R2)
+, we have M, w |= ¬CB¬CBp.

2. We have argued that Kiϕ→ Kjϕ is valid on a frame 〈W, {Ri}i∈A〉 iff for each i, j ∈ A,
Rj ⊆ Ri. Find a property on frames 〈W, {Ri}i∈A〉 that guarantees that Kiϕ→ KiKjϕ
is valid.

Answer. The required property is a generalization of transitivity:

(ij-Transitive) For all w, v, x ∈ W , if wRiv and vRjx then wRix.
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Suppose that F is a frame with relations Ri and Rj.

Claim 1 Kiϕ→ KiKjϕ is valid on F iff F satisfies ij-Transitivity.

Proof. (⇐) Suppose that F = 〈W, {Ri}i∈A〉 is a frame with the ij-transitivity prop-
erty. Let M = 〈W, {Ri}i∈A, V 〉 be any model based on F . Suppose that w ∈ W .
We will show M, w |= Kiϕ → KiKjϕ. Suppose that M, w |= Kiϕ, then for each
v ∈ W , if wRiv then M, v |= ϕ. Suppose that y, x ∈ W with wRiy and yRjx. We
must show M, x |= ϕ. Since wRiy and wRjx, by ij-transitivity we have wRix, which
implies M, x |= ϕ. Since x and y are arbitrary, we have M, w |= KiKjϕ and so
M, w |= Kiϕ→ KiKjϕ, as desired.

(⇒) Suppose that a frame F = 〈W, {Ri}i∈A〉 is not ij-transitive. Then there are
w, x, y ∈ W with wRix and xRjy but it is not the case that wRiy. Let p be a
proposition with V (p) = W − {y}. Then M, w |= Kip, since {v | wRiv} ⊆ V (p), but
we have M, x 6|= Kjp and so M, w 6|= KiKjp. qed

3. For a Bayesian model with a common prior 〈W, {∼i}i∈A, π〉, prove that for each i ∈ A,
π(E | Bp

i (E)) ≥ p.

Proof. Recall the following two facts:

(a) For each w ∈ Bp
i (E), π(E | [w]i) = π(E∩[w]i)

π([w]i)
≥ p, which implies for each w ∈

Bp
i (E), π(E ∩ [w]i) ≥ pπ([w]i); and

(b) Bp
i (E) =

⋃
w∈Bp

i (E)[w]i.

Then,

π(E | Bp
i (E)) =

π(E ∩Bp
i (E))

π(Bp
i (E))

=
π(
⋃
w∈Bp

i (E)(E ∩ [w]i))

π(
⋃
w∈Bp

i (E)([w]i))
=

∑
w∈Bp

i (E) π(E ∩ [w]i)∑
w∈Bp

i (E) π([w]i)

≥
∑

w∈Bp
i (E) pπ([w]i)∑

w∈Bp
i (E) π([w]i)

=
p ·

∑
w∈Bp

i (E) π([w]i)∑
w∈Bp

i (E) π([w]i)
= p

qed

4. Explain why Aumann’s original agreeing to disagree theorem (Theorem 7 in the hand-
out for lecture 8) follows from Samet’s generalized agreeing to disagree theorem (The-
orem 4 in the handout for lecture 8). Hint: fix an event E ⊆ W and for each agent
i, let the decision function di be defined as follows: di(w) = π(E | [w]i) (the posterior
probability of E for agent i at state w). Prove that d satisfies the ISTP.

Answer. Let 〈W, {∼i}i∈A, π〉 be a Bayesian model. We must show that for any event
E ⊆ W and any set {r1, . . . , rn} of real numbers that are not identical, C(

⋂
i∈AEi,ri) =

∅. Fix an event E and define a decision function di : W → [0, 1] as follows di(w) =
π(E | [w]i).
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Claim 2 The above decision function d has the ISTP in 〈W, {∼i}i∈A:

(ISTP) i, j ∈ A, Kj([i � j] ∩ [di = r]) ⊆ [dj = r].

Proof. First, note the following two facts:

(a) For any w ∈ W , w ∈ Kj([i � j]) iff [w]j =
⋃
v∈[w]j [v]i.

First of all, recall that w ∈ [i � j] iff [w]i ⊆ [w]j. Suppose that w ∈ Kj([i � j]).
Then, we have [w]j ⊆ [i � j]. This means that for all v ∈ [w]j, v ∈ [i � j] which
implies for all v ∈ [w]j, [v]i ⊆ [v]j = [w]j.

Suppose that [w]j =
⋃
v∈[w]j [v]i. We must show that [w]j ⊆ [i � j]. Suppose that

x ∈ [w]j. Then x ∈ [v]i for some v ∈ [w]j. Let E ⊆ W be any event and suppose
that x ∈ Kj(E). Then [x]j ⊆ E. Then [x]i = [v]i ⊆ [w]j = [x]j ⊆ E. Hence
v ∈ Ki(E) and so [w]j ⊆ [i � j], as desired.

(b) w ∈ Kj([di = r]) implies that for all v ∈ [w]j, v ∈ [di = r]. So for all v ∈ [w]j,

di(v) = π(E | [v]i) = π(E∩[v]i)
π([v]i)

= r. So for all v ∈ [w]j, π(E ∩ [v]i) = rπ([v]i).

Suppose that w ∈ Kj([i � j] ∩ [di = r]). Then,

dj(w) = π(E | [w]j) =
π(E ∩ [w]j)

π([w]j)
=
π(
⋃
v∈[w]j(E ∩ [v]i))

π(
⋃
v∈[w]j([v]i))

=

∑
v∈[w]j π(E ∩ [v]i)∑

v∈[w]j π([v]i)

=

∑
v∈[w]j rπ([v]i)∑
v∈[w]j π([v]i)

=
r ·

∑
v∈[w]j π([v]i)∑

v∈[w]j π([v]i)
= r

And so, w ∈ [dj = r], as desired. Finally, it is clear that if ∼n+1 is an epis-
temic dummy and dn+1 : W → [0, 1] defined by dn+1(w) = π(E | [w]n+1), then
d′ = (d1,d2, . . . ,dn,dn+1) has the ISTP in 〈W, {∼i}i∈A ∪ {∼n+1}〉 (the above argu-
ment works even if there is an epistemic dummy among the agents). qed
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