Logic and Al Problem Set # 4 Answers Fall 2011

1. Linear time models: A linear time model is a tuple M = (T, <, V) where T is a
set of time points (or moments), < C T x T is the precedence relation: s < ¢
(“time point occurs earlier than ¢”) is irreflexive and transitive, and V : At — o(7T)
is a valuation function (describing when the atomic propositions are true). The linear
time language is given by the following grammar:

plow | oAy |Gy | Hy

where p € At (a countable set of atomic propositions). Truth is defined as follows:

M tEpifft € V(p)

Mt = —p iff Mt} @

Mt oAy iff Mt ¢ and Mt =1

Mt = Gpiff for all s € T, if t < s then M, s = ¢
e M,t=Hypiffforalls e T, if s <t thenM,s | ¢

We define F'¢ := -G—¢ and Py := —-H=p, so truth for these operators is:

o M.t = Fy iff there is s € T such that t < s and M, s | ¢
e M.t | Py iff there is s € T such that s <t and M,s | ¢

We say ¢ is valid on a temporal model M = (T, <, V') provided M,t = pforallt € T,
and ¢ is valid on a temporal frame (7', <), provided ¢ is valid on every model based
on (T, <) (these are standard definitions — see the notes on modal logic).

(a) A temporal frame (T, <) is past-linear provided for all s,z,y € T, if x < s and
y < s, then either x <y or z =y or y < .

Claim 1 FPp — (FoV oV Py) is valid on (T, <) iff (T, <) is past-linear.

Proof. Suppose that 7 = (T, <) is past-linear and M = (T, <, V) is a model based on
T. We must show FPp — (FoVeVPp)isvalid on M. Let t € T be any moment and
suppose that M,t = FPgp. Then, there is a s € T such that t < s and M, s = P.
This implies there is a s’ such that s < s with M, s’ |= . Since T is past-linear and
t < s and s’ < s we have three cases: either t < s’ or t = s’ or s < t. In the first case
Mt |= Fy, in the second case M,t = ¢ and in the third case M,t = Py. Hence,
Mt = FpVpV Py, as desired.

Suppose that 7 = (T, <) is not past-linear. Then, there are moments s, s’, and ¢ such
that s < t, s <tbuts # s, s £ s and s £ s. Let M = (T,<,V) be a model
based on T where V(p) = {s'}. Since, ' < t and M,s" |= p, we have M,t = Pp.
Then, since s < t, we have M,s |= F'Pp. Note that M,s &= =Pp A p A =Fp (this
follows since the only state satisfying p is s and s’ is incomparable with s). Hence,
M,s = FPp— (PpVpV Fp). QED
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2. Branching-time temporal models: Given a temporal model (T, <, V) a branch
b is a maximal linearly ordered set of moments. We say s € T is on a branch b of
T provided s € b (we also say “b is a branch going through ¢”). The branching time
language is given by the following grammar:

pl-w|leANY|Ge| He | DOp

where p € At. Truth is defined at pairs ¢/b where ¢ is a moment on branch b:

M t/b=piff t/b e V(p)

M, t/b = —p iff M t/b ¢

M t/bl= oA iff M t/b = @ and M, t/b =1

M, t/b = Geiff for all s € T, if s is on b and t < s then M, s/b = ¢
M, t/b=Hypiff forall s € T, if sison b and s < t then M, s/b = ¢
M., t/b = Op iff for all branches ¢ through ¢, M, s/c = ¢

For each of the following formulas, determine which are valid on all temporal frames
(for those that are not valid, provide counterexamples):

(a)

OFp — FOp is not valid.

Proof. Let T = {t1,1ts,t3} with t; < t5 and t; < t3, so there are two branches
b = {t1,t2} and O/ = {t1,t3}. Let V(p) = {t2/b}. Then, M,t,/b = Fp and
so M, t;/V = OFp. However, since b’ is the only branch going through ¢5 and
M t3/V = p, we have M, t3/V [~ Op. Furthermore, since t3 is the only moment
on V' such that ¢; < t3, we have M, t; /0 £ FOp. Hence, OFp — F<Op is not
valid. This model is pictured below:

QED
OF¢p — FOgp is not valid.

Proof. Suppose that T = {tl,tg,t3,t4} with ¢ < £ < t3 and t; < ty < ty.
There are two branches: by = {t1,t2,t3} and by = {t1,%2,t4}. Suppose that
V(p) = {ta/b1,t4/bs}. Then, since t; < to and t; < t4, we have M, t;/by E Fp
and M,t,/by = Fp. Hence, M,t,/b; = OFp. However, since M, t3/by = Op
(this follows from the fact that M, t3/b; = p and b; is the only branch through t3)
and M, t5/b; = Op (this follows since M, t5/by = p), we have M, t1/by = FOp.
Therefore, OFp — FOgp is not valid. This model is pictured below:
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QED
FOp — OFyp is valid.

Proof. Suppose that M,t/b = FOp. Then there is a ¢’ € b such that ¢ < ¢/
and M, t' /b |= Op. This implies there is a branch ¢ going through ¢ such that
M, t'/ec E . Since t' is t < t/, any branching going through ¢ must also go
through ¢ (recall that branches are maximal sets of linearly ordered moments),
so c¢ is a branching going through t. Since M,#/c = ¢ and t < t', we have
M. t/c = Fo. Since both ¢ and b go through ¢, we have M, t/b = CFp. Hence,
FOp — OFyp is valid. QED

FOyp — OF'¢ is not valid.

Proof. Suppose that T = {tl,t27t37t4} with ¢ < £ < t3 and t; < ty < ty.
There are two branches: by = {t1,t2,t3} and by = {t1,%2,t4}. Suppose that
V(p) = {t3/b1}. Since M, t3/b; = p and b; is the only branch through t3, we
have M, t3/b; = Op. Hence, M, t,/b; |= FOp. However, since M, t,/by = p and
M, ty/bs [~ p, we have Mty /by [~ Fp and so M, t;/by = OFp. This model is
pictured below:

Dets oly

Y

QED

3. Logics of Ability: The logics of ability models of Brown are tuples (W, R, V') where
R C W x p(W) is a relation between states and subsets of W (which Brown calls
“clusters”) and V' : At — (W) a valuation function. The ability language is generated
by the following grammar:

ploplend | (el (D

where p € At. The intended meaning is that ( )y expresses “the agent is able to bring
about a state where ¢ is true” and (( ))¢ is the weaker claim that “the agent is able to
do something consistent with ”. Truth is defined as follows:
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M, w Epiff we V(p)

M,w | —p iff Myw @

MwE oAy iff M,w = ¢ and M,w =1

M.t = ( )y iff there is a X C W such that wRX and for all v € X, M,v | ¢

Mt = ( ) iff there is a X C W such that wRX and there is a v € X such
that M,v = ¢

Answer the following questions:

(a)

Give a counter-model to { )(¢ V) = ({ Do V { D).

Answer. Let W = {w;,wy} and suppose that V(p) = {w;} and V(q) = {ws}.
Let R C W x p(W) be such that wy R{w;,ws}. Then we have M, w; = () (pVq)
since wR{wy,ws} and {wy, w2} C [pV ¢lm = [Plm U [g]m = {wi} U{ws} =
{wy,wy}. However, M, w; £~ ( Dp since {wy, w2} Z [pJm = {w1}, and similarly
M, w = (g Hence, Mywi = (J(pV a) = ((Dp Vv {Da).

Prove that ( (¢ V) — (( D)o V { D) is valid.

Proof. Suppose that M, w = ( )(¢ V) then there is a X C W such that wRX
and X C [pVY]um = [p]mU[Y]am- Note that either X N[ # 0 or XN ] =
(. In the first case, M,w = { ). In the second case, since X N [¢]p = 0 and
X C [e]m U [Y]m, we have X C [¢)]a. Hence, M,w = ( )¢ Thus, in either

case, M,w = () V { 9. Andso, M,w = (Dl V) = (( eV (D¥). QED

Is { Do — ( )e valid? If it is, give a proof, and if it is not valid, give a property
that would make it valid.

Answer. No, ( J¢ — { )¢ is not valid. Let M = (W, R, V) be a model where
there is a state w with wR(). Then for any formula ¢, we have M, w [ ( )¢, but
M,w = (). It is not hard to see that if we assume that for all w we do not
have wR0{, then { )(p V) = ({( ) V { D) is valid.

4. STIT models: A stit model is a tuple M = (T, <, Choice, V) where (T, <,V is
a temporal model (defined as above), and Choice : A x T — p(p(H;)) is a function
mapping each agent to a partition of H; (H; is the set of branches going through t)
satisfying the following conditions (we write C'hoice! for Choice(i, t):

Choicel # )
K # () for each K € Choice!

For all ¢ and mappings s; : A — @(H;) such that s,(i) € Choicel, we have
ﬂieA St(i) 7é @

The STIT language is defined according to the following grammar:
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o =p|eleny|istitlp | Op
where p € At. Truth is defined as follows:

e M,t/h=piff t/h € V(p)

M t/h | —piff M t/h @

M t/h =AY iff M t/h =@ and M,t/h =1

M. t/h = Oy iff M, t/h' = ¢ for all b’ € H,

M, t/h = [i stit]e iff M,t/h = ¢ for all i € Choicel(h) (Choicet(h) is the

partition cell of Choicel containing h)

Define (i stit)p to be —[i stit]@ and O to be =O-¢. Answer the following two
questions: Suppose that there are only two agents A = {1, 2}, then

(a) Prove that Gy — (1 stit) (2 stit)e is valid.

Proof. Suppose that M, t/h = O then thereisa b’ € Hy such that M, t/h' = .
Consider the selection s;(1) = Choice;(h) (agent 1’s choice at h/t) and s4(2) =
Choice?(I') (agent 2’s choice at t/h’). Then by the independence property, s;(1)N
s¢(2) # 0. So, there is a history i € s;(1) N s4(2) = Choice; (h) N Choice?(').
Then, since ' € Choice?(h") (recall, Choice? is a partition) and M, t/h' =
¢, we have M, t/h" = (2 stit)p. Since h” € Choice;(h), we have M,t/h =
(1 stit) (2 stit)ep. QED

(b) Conclude that Q¢ is definable as [1 stit][2 stit]p (argue that Op <> [1 stit][2 stit]e
can be derived from the above axiom using the S5 axioms for O and [i stit], and
the axiom Oy — [i stit]ep).

Proof. We derive Oy <> [1 stit][2 stit]y using the STIT axioms:

Prop: all instances of propositional tautologies

S5 for O S5 for [i stit]

Ko: O(p = 9¥) = (Op — O9Y)  Kgi: [i stit](e — ¥) — ([i stitle — [i stit]y)
To: Op — @ Teir: [0 stitle — ¢

4n: Op — OOy dgyi: i stitlp — [i stit][i stit]p

50: —~Op — O-0¢p Bt i stitlp — [i stit] =i stit]p

Necg: for ¢, infer Oy Necgy: for o, infer [i stit]e

O—fi stit]: O — [i stit]p

Ind: (Njea ©li stit]pi) = O(Aseali stit]o;)
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We make use of the following rules of propositional logic:

Prop Reasoning: Trans
A—B

B—=C

A—C

Prop Reasoning: Equiv
A< B
p[C/A] < ¢[C/B]

( @[C/A] is ¢ with all occurrences of C' replaced with A)

Below is a derivation of Oy — [1 stit][2 stit]e:

1. Op — [2 stit]p Axiom O—2 stit]

2. O(Op — [2 stit]p) Necg 1.

3. O(Op — [2 stit]p) — (O0¢p — O[2 stit]p) Axiom Kg

4. O0Op — O[2 stit]e MP 2.3

5. Op — OOp Axiom 4n

6. O — O[2 stit]e Prop Reasoning: Trans 4, 5
7. 02 stit]p — [1 stit][2 stit]p Axiom O—1 stit]

8. Oy — [1 stit][2 stit]e Prop Reasoning: Trans 6, 7

Below is a derivation of [1 stit][2 stit]¢ — O:

L. O — (1 stit)(2 stit)—p Axiom

2. (1 stit)(2 stit)—p — ~O—p Prop reasoning

3. [l stit]=[2 stit] g — 2O [istit]-dual

4. [1 stit][2 stit]p — 2O Prop reasoning (=—¢ <+ ¢)
5. [1 stit][2 stitjp — O O-dual

QED

The homework is DUE Tuesday, November 22 (put you answers in my mailbox).
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