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ABSTRACT 

This paper investigates the relationships between three different views of 
common knowledge: the iterate approach, the fixed point approach, and the 
shared environment approach. We show that no two of these approaches are 
equivalent, contrary to accepted wisdom. We argue that the fixed point is 
the best conceptual analysis of the pretheoretic notion, but that the shared 
environment approach has its own role to play in understanding how common 
knowledge is used. 

We also discuss the assumptions under which various versions of the iterate 
approach are equivalent to the fixed point approach. We find that, for common 
knowledge, these assumptions are false, but that for simply having information, 
the assumptions are not so implausible, at least in the case of finite situations. 

"The research reported here was partially supported by an award from the System Devel- 
opment Foundation.: The results discussed in this paper appeared in somewhat different form 
in the unpublished working paper: "Modeling shared understanding," CSLI Working Paper, 
August 1985. Special thanks go to Peter  Aczel for discussions based on that  paper. 
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1 I n t r o d u c t i o n  

As the pioneering work of Dretske 1 has shown, knowing, believing, and having 
information are closely related and are profitably studied together. Thus while 
the title of this paper mentions common knowledge, I really have in mind the 
family of related notions including common knowledge, mutual  belief and shared 
information. Even though I discuss common knowledge in this introduction,  the 
discussion is really intended to apply to all three notions. 

Common knowledge and its relatives have been writ ten about  from a wide 
variety of perspectives, including psychology, economics, game theory, com- 
puter science, the theory of convention, deterrence theory, the s tudy of human-  
machine interaction, and the famous Conway paradox, just  to ment ion a few. 
There are literally hundreds of papers that  touch on the topic. However, while 
common knowledge is widely recognized to be an impor tant  phenomenon,  there 
is no agreement  as to just  what  it amounts to. Or rather, as we will see, what 
agreement there is presupposes a set of simplifying assumptions that  are com- 
pletely unrealistic. This paper offers a comparison of three compet ing  views in 
a context which does not presuppose them to be equivalent, and explores their 
relationships in this context. ~ 

I take it tha t  these accounts are after characterizations of common knowledge 
in terms of ordinary knowledge, of mutual  belief in terms of belief, and of having 
shared information in terms of having information. Such accounts should be 
compatible with, but  presumably distinct from, an account tha t  shows how it 
is that  common knowledge comes about. They should also be compatible with 
some explanation of how common knowledge is used. 

We are going to compare the following approaches to common knowledge: 
(1) the iterate approach, (2) the fixed-point approach, and (3) the shared- 
environment approach. In order to review these three accounts, let 's consider a 
special case where there are just  two agents, say p and q, with common knowl- 
edge of some fact o'. Let r be this additional fact, of the common knowledge of 
o'. We are looking for a characterization of r in terms of p, q, ~r and ordinary 
(private) knowledge. 

By far the most common view of common knowledge is that  r is to be 
understood in terms of iterated knowledge of ~r: p knows ~r, q knows or, p knows 
q knows ~r, q knows p knows, p knows q knows p knows tr, and so forth. On this 
account, for p and q to have common knowledge of ~r is for all members  of this 
infinite collection of other facts to obtain. This is the approach taken in David 

IF. Dretske, Knowledge and the Flow oJ Information (Cambridge, Mass.: Bradford 
Books/MIT Press, 1981). 

2Obviously I have not read all, or even most, of the papers on common knowledge, so it 
could be that some or all of the points made in this p~tper are made elsewhere. If so, I would 
appreciate learn.ing about it. But even if this is so, I am reasonably sure that the particular 
model I develop below is original, depending as it does on recent work in set theory by Peter 
Aczel. 
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Lewis' influential book 3 on convention, for example. It is, without doubt, the 
orthodox account, at least in the field of logic. It is, for example, the one that  
is the basis of the mathematical modeling of common knowledge in the logic of 
distributed systems. 4 

The two other accounts we want to investigate replace this infinite hierarchy 
with some sort of circularity. One such account was explicitly proposed by 
Harman. 5 Harman's proposal is that  the correct analysis of r is as: 

p and q know (or and r) 

Notice that  on this fixed-point account, r is in some sense a proper con- 
stituent of itself. Harman seems to suggest that this is nothing but a succinct 
representation the first infinite hierarchy. 

This fixed point approach is also the view of common knowledge that  is im- 
plicit in Aumann's pioneering paper modeling common knowledge in game the- 
ory, as was pointed out by Tommy Tan and Sergio R.ibeiro da Costa Werlang. 6 
Aumann suggests that  this approach is equivalent to the iterate approach. Tan 
and R.ibeiro da Costa Werlang develop a mathematical model of the iterate ap- 
proach and show that  it is equivalent to Aumann's fixed point model. Similarly, 
one sees from the work of Halpern and Moses, that  while they start with the 
iterate approach, in their set-up, this is equivalent to a fixed point. One of the 
aims of this paper is to develop a mathematical model where both iterate and 
fixed point accounts fit naturally, but where they are not  equivalent. Only in 
such a framework can we explicitly isolate the assumptions that  are needed to 
show them equivalent. We will see that these assumptions are simply false (in 
the case of knowledge), so that  the issue as to which of the two, if either, is the 
"right" analysis of the notion is a live one. 

The final approach we wish to discuss, the shared-environment approach, 
was proposed by Clark and Marshall, 7 in response to the enormous processing 
problems associated with the iterate account. On their account, p and q have 
common knowledge of cr just in case there is a situation s such that: 

• 8 ~ O ' ,  

aDavid Lewis, Convention, A Philosophical Study (Cambridge, Mass.: Harvard University 
Press, 19(39). 

4See, for example, the paper by Halpern and Moses, "Knowledge and common knowledge 
in distributed environments," Proc. 3rd ACM Symp. on Principles of Distributed Computing 
(1984), 50-61, and the paper by Fagin, HMpern and Vardi, "A model-theoretic analysis of 
knowledge: preliminary report," Proc. 25th IEEE Symposium on Foundations of C.S., 268-- 
278. 

SSee Gilbert Harman's review of Linguistic Behavior by Jonathan Bennett, Language 53 
(1977): 417-24. 

eR. J. Aumarm, "Agreeing to disagree," Annals of Statistics, 4 (1976), 1236-1239, and the 
working paper "On Auman.n's Notion of Common Knowledge - An alternative approach," 
Tan and Pdbeiro da Costa Werlang,University of Chicago Graduate School of Business, 1986. 

rH. Clark and C. Marshall, "Definite reference and mutual knowledge," in Elements o] Dis- 
course Understanding, ed. A. Joshi, B. Webber, and I. Sag (Cambridge: Cambridge University 
Press, 1981), 10-63. 
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• s ~ Pl knows s, 

• s ~ / 0 2  k n o w s  s .  

Here s ~ 0 is a notat ion for: 6 is a fact of s. The intuit ive idea is tha t  common 
knowledge amounts  to perception or other awareness of some situation,  par t  of 
which includes the fact in question, but another  par t  of which includes the very 
awarenesses of the si tuat ion by both-agents.  Again we note the circular nature  
of the characterization.  

W h a t  a r e  w e  m o d e l i n g :  K n o w i n g  or  h a v i n g  i n f o r m a t i o n ?  

It is these three characterizat ions of common knowledge, and their relatives 
for the other  notions of mutua l  belief and shared information, tha t  we wish to 
compare. Among common knowledge, mutual  belief, and shared information, 
we focus primari ly on the case of having information, secondarily on the case 
of knowledge. Par t  of the claim of the paper is tha t  these two notions are 
often conflated, and tha t  it is this conflation tha t  lends some credibil i ty to the 
assumptions under which the first two approaches to common knowledge are 
equivalent. So I need to make clear what I take to be the difference between an 
agent p knowing some fact ~r, and the agent simply having the information o-. 

Here I am in agreement  with Dretske s. Knowing ¢r is stronger than having 
the information o-. An agent  knows ~r if he not only has the information tr, but  
moreover, the information is "had" in a way tha t  is tied up with  the agent 's  
abilities to act. When  might  this not be the case? The most notorious example 
(and by no means the only one) is when I know one fact or, and another  fact or' 
logically follows from ~r, but  I disbelieve the lat ter  because I don ' t  know tha t  
the one follows from the other. Obviously there is a clear sense in which I have 
the information ~r', but  I certainly don ' t  know it in the ordinary sense of the 
word. Another  arises with certain forms of perceptual information. If I see the 
tallest spy hide a letter under a rock, then there is a clear sense in which I have 
the information the tallest spy has hidden the letter. However, if I don ' t  know 
tha t  he is a spy, say, then I don ' t  know tha t  the tallest spy has hidden a letter. 
Information travels at" the speed of logic, genuine knowledge only travels a t  the 
speed of cognition and inference. 

Much of the work in logic which seems to be about  knowledge is best un- 
derstood in terms of having information. And for good reason. For example, 
in dealing with computers,  there is a good reason for our interest  in the lat ter  
notion. We often use computers  as information processors, after all, for our 
own ends. We are often interested less in what the computer  does with the 
information it has, than in jus t  what information it has and what  we can do 
with it. Or, in the design of a robot, we may be aiming at ge t t ing  the robot to 
behave in a way tha t  is appropriate given the information it has. One might  
say, we are t ry ing to make it know the information it has. 

SOp. Cir. 
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So, as noted earlier, this paper focuses primarily on the case of having infor- 
mation.  The  model I am going to develop originated with an analysis of shared 
perceptual information, 9 but  it also works quite well for primary epistemic per- 
ceptional information l° and the relation of having information. 

Let me say all this in another  way, since it seems to be a confusing point.  
In the section that  follows, I could interpret  the model as a model of knowledge 
if I were to make the same idealization tha t  is made in most of the l i terature 
on common knowledge. However, part  of what I want to do here is make very 
explicit just  what the role of this idealization is in the modeling of common 
knowledge. Thus, I am forced to work in a context where we do not make it. 
Once we are clear about  its role, we can then decide if we want to make it. 

S u m m a r y  o f  r e s u l t s  

Our results suggest tha t  the fixed point approach gives the right theoretical  
analysis of the pretheortic notion of common knowledge. On the other hand,  the 
the shared-environment approach is the right way to understand how common 
knowledge usually arises and is maintained over an extended interaction. It 
does not offer an adequate characterization of the pretheoretic notion, though, 
since a given piece of common knowledge may arise from many different kinds 
of shared environments.  The fixed point gets at  just  what  is in common to the 
various ways a given piece of common knowledge can arise. 

What  about  the iterate approach? We will show tha t  for the relation of hav- 
ing information, the fixed-point approach is equivalent to the i terate approach, 
provided we restrict ourselves to finite situations. Wi thou t  this assumption, 
though, the iterate approach, with only countably many iterations, is far too 
weak. In general, we must  i terate on indefinitely into the transfinite. 

Not only is the iterate approach too weak. When we move from having 
information to knowing, then even two iterations are unjustified. In general, 
the i terate approach is incomparable and really seems to miss the mark. We 
will see jus t  what assumptions are needed to guarantee tha t  the i terate account 
is equivalent to the fixed-point account. 

2 Modeling shared information 

In developing our model, we will follow the general line used in T h e  L i a r  ix 

in three ways. First, we take our metatheory to be ZF/AFA, a theory of sets 

9See ch. 2 of Fred Dretske, Seeing and Knowing (Chicago: University of Chicago Press, 
1969); or J. Barwise, "Scenes and other Situations", Journal of Philosophical Logic 78 (1981): 
369-97; or ch. 8 of J. Baxwise and J. Perry, Situations and Attitudes (Cambridge, Mass.: 
Bradford Books/MIT Press, 1983). 

a°See ch. 3 of Seeing and Knowing or ch. 9 of Situations and Attitudes. 
lx3. Barwise and J. Etchemendy, The Liar: An Essay on Truth and Circularity (New York: 

Oxford University Press, 1987). 
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that admits of circularity. We do this because ZF/AFA offers the most elegant 
mathematical setting we know for modeling circularity. Space does not permit 
us to give an introduction to this elegant set theory. We refer the reader to 
chapter 3 of this book, or to Aczel's lectures lu for an introduction. 

Second, we follow the approach taken in The Liar in paying special at tention 
to "situations," or "partial possible worlds." As far as this paper goes, the reader 
can think of a situation as simply representing an arbitrary set of basic facts, 
where a fact is simply some objects standing in some relation. Actually, in this 
paper, situations play a dual role. On the one hand they represent parts of the 
world. On the other hand .they represent information about parts of the world. 
Thus, for example, we will define what it means for one situation So to support 
another situation sl,  in the sense that so contains enough facts to support all 
the facts in sl.  

Finally, on the trivial side, we also follow The Liar in considering a domain 
of card players as our domain to be modeled. We use this domain because it 
is simple, and because the existence of common knowledge is absolutely trans- 
parent to anyone who has ever played stud poker. And while the example is 
simple, there is enough complexity to illustrate many of the general points that  
need making. However, there is nothing about the results that  depend on this 
assumption. You could replace the relation of having a given card with any 
relation whatsoever, and the results would still obtain. 

E x a m p l e  1 Simply by way of illustration, we have a running example, a game 
of stud poker. To make it very simple, we will use two card stud poker, 13 with 
two players, Claire and Max. We will assume that the players have the following 
cards: 

PlayerkL oowncar claire ax A.3.  pcard303. 
Except for the rules and the idiosyncrasies of the other players, all the infor- 

mation available to the players is represented in this table. Note that based on 
what he sees, Max knows that  he has the winning hand, or at least a tie, but 
Claire thinks she has a good chance of having the winning hand. The question 

12p. Aczel, Non-well-founded Sets (CSLI  Lecture Notes (Chicago: Universi ty of Chicago 
Press, 1987(to appear)) .  

13For the reader  unfamiliar  with two card s tud poker, here is all you need to know to foUow 
the example. First  each player is dealt  one card which only he is allowed to see, and  there 
is a round of bett ing.  Then  each player is dealt one card face up on the table and there is 
another  round  of bett ing.  Hands are ranked and players bet  if they think their  hand  is best. 
But  they can also drop out  of the round at any  po in t .  After bo th  rounds  of  be t t ing  are over, 
the hands are displayed, so that  all players can see who won. As far as the ran.king, all tha t  
mat ters  is t ha t  a hand  with a ma tch ing  pair is be t te r  than a hand  with no pairs. But  among  
hands with no pairs, a hand  with an ace is be t ter  than a hand  with no ace. 
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before us is how best to model the informational difference between up cards 
and down cards. 

Notice how different this situation would be from draw poker, where all cards 
are down, even if each player had cheated and learned the value of the second 
card. Anyone who has played poker will realize the vast difference. The reason 
is that in the standard case, the values of all the up cards is common knowledge, 
but in the second it isn't. Our aim, then, is to use tools from logic to model the 
three approaches to the common knowledge and shared information present in 
such a situation. 

We reiterate that  we use this simple card domain simply by way of making 
things concrete. We could equally well treat the more general case, if space 
permitted. We use S for the relation of seeing (or more generally of having 
information) , H for the relation of having a card, and appropriate tuples to 
represent facts involving these relations. Thus, the fact that  Max has the 3& will 
be represented by the triple (H, Max, 3&). The fact that  Claire sees this will be 
represented by (S, Claire, {(H, Max, 3~)}). The question is how to adequately 
represent the common knowledge, or publi~ information, of the up cards, like 
the fact (H, Max, 3~) that  Max has the 3~. Thus for our formal development 
we have primitives: players Pl, ..-, pn, cards A~, K&,..., 2&, and relations H for 
the relation of having some card and S for the relation of seeing or otherwise 
having the information contained in some situation. 

C o m p a r i n g  t h e  i t e r a t e  a n d  f i x e d  p o i n t  a c c o u n t s  

De f in i t i on  1 

1. The (models of) situations and ffac~s 14 form the largest classes SIT, F A C T  
such that: 

• o" E F A C T  lifo" is a triple, either of the form (H,p,c) ,  where p is a 
player and c is a card, or of the form (S, p, s), where p is a player and 
s E S IT .  

• A s e t s i s i n S I T i f f s C F A C T .  
m 

2. The wellffounded situations and wellfounded facts form the smallest classes 
Wf-SIT and Wf-FA CT satisfying the above conditions. 

Routine monotonicity considerations suffice to show that  there are indeed 
largest and smallest such collections. If our working metatheory were ordinary 
ZF set theory, then these two definitions would collapse into a single one. How- 
ever, working in ZF/AFA, there are many nonwellfounded situations and facts. 
A fact cr = (R, a, b) being in some situation s represents the fact of the relation 
R holding of the pair a,b in s, and is said to be a fac~ ors. 

14In order  to keep this paper  within bounds, I am restricting a t ten t ion  only to positive, 
nondisjunct ive facts. 
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E x a m p l e  1, c o n t ' d .  The basic situation So about which player has which 
cards is represented by the following situation: so = 

{ (H, Claire, A&), (H, Max, 3<>), (H, Claire, 3&), (H, Max, 3&) } 

A b b r e v i a t i o n s :  We sometimes write (piHc) for the fact (H, pi, c), and simi- 
larly (piSs) for the fact (S, pi, s). We write (piS~r) for (piSs) where s = {tr}. 
All of our facts are atomic facts. However, our situations are like conjunctive 
facts. Hence we sometimes write a ^ r for the situation s = {or, r}, and so we 
can write (piS(a A r)) for piss, where s = {o', r}. Similarly when there are 
more conjuncts. 

E x a m p l e  1, c o n t ' d .  With these tools and abbreviations, we can discuss the 
first two approaches to the public information about the up cards in our example. 
Toward this end, let su = 

{ (H, Claire, 3&), (H, Max, 3<>) } 

which represents situation concerning the up cards. 
I t e r a t e s :  On this account, the fact that su is public information would be 
represented by an infinite number of distinct wellfounded facts: (Claire Ss,), 
(Max Ss,~), Claire S(Claire Ssu), (Max S(Claire Ssu)), etc., in other words, by 
a wellfounded though infinite situation. 
F i x e d - p o l n t :  On this account, the fact that st, is publicly perceived by our 
players can be represented by the following pubhc situation sp: 

sp = {Claire S (s. U sp), (Max S (s. U sp)} 

By contrast with the iterate approach, this situation contains just two facts. 
However, it is circular and so not wellfounded. The Solution Lemma of ZF/AFA 
guarantees that  the sets used to represent the situation sp exists. 

It will be useful for later purposes to have a notation for ssome of the situ- 
ations that  play a role in our example. First, let the situations sx, s2 represent 
the visual situations, as seen by each of Claire and Max, respectively, including 
both the up cards and what each sees about what the others see. Consider also 
the larger situation s~ that  represents the whole. Let sw = so (from above) 
union the set of the following facts: 

<S, Claire ,(Claire HA&)),(S, Max ,(Max H3&)), 

(S, Claire,  sx/,(S, Max,  s2) 

where the first two facts represent what each player sees about his own down 
cards, and, e.g., sl is everything relevant seen by Claire , with facts s~ (= the 
"up" cards, as above) plus the fact (S, Max, s2). Notice that  sl is a constituent 
of s~, and vice versa, so that s~ is a circular, nonwellfounded situation. 
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The next  task is to define what  it means for a fact cr to hold in a s i tuat ion 
s, which we write s ~ a ,  so tha t  we can show tha t  the si tuat ion s~ does satisfy 
the fixed point  fact ssituation sp defined above, as well as the above iterates.  

D e f i n i t i o n  2 The relation ~ is the largest subclass of S I T  x F A C T  satisfying 
the following conditions: 

• s ~ (pHc) iff (H,p,c, I) e s 

• s ~ (pSso) iff there is an sl  such tha t  (S,p,  sl) 6 s, and for each cr 6 so, 
81 ~ 0 " .  

The motivat ion for the second clause should be fairly obvious. If, in s, 
a player p sees (or otherwise has the information) s l ,  and if s l  satisfies each 
a E so, then in s tha t  same player p sees (or otherwise has the information) so. 
This  would not be a reasonable assumption about  the usual notion of knowledge, 
since knowledge is not closed under logicaI entai lment.  

There is a difference with the possible worlds approach tha t  sometimes seems 
puzzling to someone familiar with the tradit ional  modal approach to knowledge. 
In p.w. semantics, partial  s i tuations are represented by the set of all possible 
worlds compatible with them. As a result, whereas we can use an existential 
quantifier in clause (2) of our definition over si tuations about  which p has infor- 
mation, the p.w. approach is forced to use a universal quantifier over possible 
worlds. 

The reader can verify tha t  all of the facts of sp and the hierarchy of i terates 
of our running example indeed hold in the si tuation 8~o. We also note tha t  it 
follows from the definition tha t  for all facts a, if o ~ E s then s ~ ~. However, 
the converse does not hold. 

We extend our notat ion a bit  and write sl  ~ s2 provided 81 ~ ~r for each 
a E s 2 .  

As a companion of this notion of holding in, there is a notion of heredi tary 
subsituation.  15 Intuitively, sl  is a hereditary subsi tuat ion of 82, wri t ten s l E 82, 
if all the information present in s l  is present in s2. 

D e f i n i t i o n  3 The heredi tary subsi tuat ion relation E is the largest relation on 
S I T  × S I T  satisfying: sl  E s~ iff: 

• If (H,p ,c )  E sl ,  then (H,p ,c )  E s2; 

• I f ( S , p ,  so) E sl ,  then there is an s such tha t  So E s and (S ,p , s )  E s2. 

P r o p o s i t i o n  1 

1. I f  Sl ~ a and sl E s2, then s2 ~ or. 

1sin more recent joint work with Aczel, a generalization of this relation takes center stage. 
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2. For all situations So and Sl, the following are equivalent: 

(a) 81 E 82 

(b) 82 ~ o" for each vr E Sl. 

Proof. Limitat ions  of space in this  volume prevent us from doing more than  hint  
at  the proofs of the results in this paper. In this case we note t ha t  (1) is a simple 
consequence of the maximal i ty  of the ~ relation. Likewise, the  implicat ion from 

( 2 a )  to (2b) is a consequence of the maximal i ty  of the ~ relation. The converse 
is a simple consequence of the maximali ty  of the E relation. O 

We say tha t  situations' So, Sl are informationally equivalent, 80 ~ Sl, ff the 
same facts hold in them. This  is clearly an equivalence relat ion on si tuations.  By 
the above lemrna, so ~ s l  if and only if each is a heredi tary  subsi tuat ion of the 
other. Dist inct  s i tuat ions are often informationally equivalent.  For example, 
suppose s~ is a proper subset of the set s~ of facts. Consider the s i tuat ion 
Sl  = {(S, Max, s l )} ,  where Max has the information Sl, with the s i tuat ion so 
where there are two facts, tha t  Max has the information s~ and tha t  he has the 
information s~. Using the fact jus t  mentioned it is clear tha t  so =- s l .  

To compare the i terate and the fixed point  approaches, we will show how an 
arbi t rary  fact 0 (or s i tuat ion s) gives rise to a transfinite sequence of wellfounded 
facts 6 a (or wellfounded si tuat ions s'~), for arbi t rary  ordinal o~, finite or infinite. 
We use T r  for the conjunction of the empty  situation, a fact t ha t  holds in every 
situation. 

D e f i n i t i o n  4 The transfini te sequence ( 0 8 1  a E Ordinals  ) of wellfounded 
facts associated with an arb i t ra ry  fact 0 is defined by induct ion on ordinals as 
follows: for any 0, 00 = Tr ,  and for a > 0 we have: 

where 

(pHc) a = (pHc) 
(pss)  = (pS s <")  

8 = e < 4 }  

Similarly, for any si tuat ion s we define the transfinite sequence ( s o l  a E 
Ordinals  ) by lett ing s ~ = {o'~la e s}. 

The reader should verify tha t  if we apply this definition to the fixed point  
fact in our example, we generate the i terates for all the finite ordinals, but  then 
we go on beyond them into the transfinite. 

We say tha t  a fact a entails a fact r ,  writ ten o" ~ v, if for every s i tuat ion s, 
i f s  ~ a  t h e n s ~ v .  

T h e o r e m  2 Let/9 be some fact. 

I. For allot, 0 ~ 0 a. 
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~. I f  each approximation fact 0 ~ holds in a situation s, then so does O. 

3. Assume that ~ is a regular cardinal, and that s is a situation of  size less 
than ~. I f  each approximation O a, for  a < ~, holds in s, then so does O. 

Proof. The first is proved by means of a routine induction on c~. The second is a 
consequence of the maximality of ~ and is not too difficult to prove. The third 
is a strengthening of the second involving routine cardinality considerations. O 

C o r o l l a r y  3 Let 0 be any fact, and let s,~ be the set of  all finite approximations 
of  O. The for  any finite situation s, s ~ O iff s ~ s,,. 

Refinement (2.3) of (2.2), and so the above corollary, were not present in 
the original working paper referred to above. They were discovered later in 
joint work with Peter Aczel. This result shows that the finite approximations 
of a circular fact will be equivalent to it, with respect to finite situations. This 
is a bit unsatisfactory, since the iterates themselves form an infinite situation. 
Still, it is the best we can hope for. However, in general, when we drop this 
restriction to finite models, one must look at the whole transfinite sequence of 
approximations. No initial segment is enough, as simple examples show. In this 
sense, the usual iterate approach is actually weaker than the simpler fixed-point 
approach. 

When we move from having shared information to knowing, additional con- 
siderations must be brought to bear, as we will see below. 

Comparing the fixed point and shared environment ap- 
proaches 

To compare the shared environment approach with the fixed point approach, 
we introduce a simple second-order language which allows us to make existen- 
tial claims about situations of just the kind made in the shared environment 
approach. We call the statements of this language 3-statements. Before giving 
the definition, let's give an example. The following 3-statement 

3e[e ~ ((Claire H 3&) A (Claire S e) A (Max S e))] 

is one shared environment analysis of the fact that Claire and Max share the 
information that  Claire has the 3&. Notice that what we have here is a simple, 
finite, wellfounded statement, but one that could only hold of nonwellfounded 
situations. Similarly, there is a fairly simple 3-statement explicitly describing 
the situation sw in our running example. 

To define our language, we introduce variables el, e2, . . ,  ranging over situ- 
ations, in addition to constants for the cards and players. In fact, we do not 
bother to distinguish between a card or player and the constant used to denote 
it in statements. For atomic statements we have those of the form (piHc) (where 
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Pi is a player and c is a card) and (piSei). The set of S-statements  forms the 
smallest set containing these atomic statements  and closed under conjunction 
(A), existential  quantif ication over situations ( ]e j )  and the rule: if 4 is a state- 
ment so is (ej ~ 4) .  We are thus using ~ both for a relation symbol of our 
little language, as well as a symbol in our metalanguage. No more confusion 
should result from this than from the similar use of constants  for cards and 
people. Finally, given any function f which assigns si tuations to variables, we 
define what  it means for a s ta tement  4 to hold in a si tuation s relative to f ,  
writ ten s ~ 4[ f ] ,  in the expected way. 

D e f i n i t i o n  5 

. If 4 is an atomic s tatement ,  then s ~ 4[f ]  iff the appropria te  fact is an 
element of s. In particular,  if 4 is (piSei), then s ~ 4[ f ]  iff (S, pi, f ( e i )  ) 
E s .  

2. If 4 is 4 1 A  42 then s ~ 4 I f ]  iff s ~ 41[f]  and s ~ 42[f]  

3. If 4 is 3e i40  then s ~ 4 I f ]  iff there is a s i tuat ion sj so tha t  s 
4 o [ f ( e j / s j ) ]  

4. If 4 is (e i ~ 40) then s ~ 4[ f ]  iff the si tuation s I = f ( e j )  satisfies 
sj ~ 4o[f] .  

A closed S-sta tement  is one with no free variables, as usual. If ¢ is closed, 
we write s ~ 4 if some (equivalently, every)ass ignment  f satisfies s ~ 4I f ] .  

Notice tha t  the 3-statements  are all finite and wellfounded. (The results 
tha t  follow would hold equally well ff we allowed infinite conjunctions and in- 
finite strings of quantifiers, except for the word "finite" in Theorem 5 below.) 
Nevertheless, some of them can only hold of nonwellfounded situations, as the 
above example shows. 

We want to show tha t  any B-statement can be approximated in a certain 
sense by a fixed point  si tuation.  In particular, ff we take as our S-statement  
one tha t  expresses a shared environment approach to ' shared information,  the 
resulting s i tuat ion will be the one that  characterizes the fixed point  approach. 
Then, using the transfinite wellfounded iterates approximat ing the fixed point  
approach, we obtain a transfinite sequence of wellfounded facts approximat ing 
any 3-statement .  

Let us say tha t  a si tuation sv almost characterizes the S-s ta tement  4 if 
s,l, ~ 4 and for every si tuation s ~ 4,  we have s ~ sv.  For example, if we take 
our above example of an S-statement,  then the following si tuat ion can easily be 
seen to almost characterize it: 

s = { (H, Claire, 3&), (S, Claire, s), (S, Max, s) } 

Clearly our s ta tement  is true in this model. It is also easy to see tha t  s is a 
hereditary subsi tuat ion of any situation which is a model of our s ta tement ,  so by 
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Proposit ion 1, s almost  characterizes the statement.  This  definition is justified 
by the following result, which is an easy consequence of Proposi t ion 1. 

P r o p o s i t i o n  4 Suppose that the situation s almost characterizes the 3-s ta tement  
¢.  Then for any fact tr, the following are equivalent: 

1. cris entailed by q~, i.e., a holds in all models of  ~ 

The following is the main result of this paper. It shows the extent  to which 
the shared environment  al~proach can be approximated by the fixed point and 
iterate approaches. 

T h e o r e m  5 Every 3-statement  ~I, is almost characterized by some finite situa- 
tion s,~. 

Proof." First one establishes a normal form lemma for 3-statements,  where all 
the quantifiers are pulled out front. One then uses the Solution Lemma of 
AFA to define the desired situation. The proof tha t  it almost characterizes the 
s ta tement  uses Proposi t ion 1. O 

However, there is a distinct sense in which 3-statements  are more discrimi- 
nat ing than  the si tuations tha t  almost characterize them. For example, compare 
our above example of an 3-statement  with the following: 

3el ,e2[el  ~ ((Claire H 3&)A(Claire S e2))Ae2 ~ ((Claire H 3&)JA(Max S el))] 

Clearly any model of our first s ta tement  is a model of our second. However, it 
is easy to see tha t  there are models of our second tha t  are not  models of our 
first. (Think  of a case where the card is not an up card, but  is down, but  where 
there are sui tably placed mirrors.) On the other hand, these two s ta tements  are 
almost characterized by exactly the same situations. Or, in view of proposition 
4, the two s ta tements  entail  the same facts, both wellfounded and circular. 

Intuitively, what  is going on here is tha t  both of these s ta tements  represent 
ways in which Max and Claire might share the information tha t  Claire has the 
3&. The first would be the one predicted by a literal reading of the Clark 
and Marshall  account,  but  the second is clear in the spirit of tha t  account.  
However, this means tha t  since they are not equivalent, neither one can be the 
right characterizat ion of the shared information. Rather,  what  they represent 
are two dist inct  ways, among many, that  Max and Claire might  have come to 
have the shared information. We leave it to the reader to work out analogous 
inequivalent 3-s ta tements  tha t  also give rise to the shared information in our 
running example. 

We conclude this section by observing that  the results can be extended to 
the case where we allow disjunctions to occur in 3-statements,  if one also allows 
disjunctive facts. 
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3 C o n c l u s i o n s  

In thinking about shared information and common knowledge, it is important 
to keep three questions separate: (i) What  is the correct analysis of common 
knowledge? (ii) Where does it come from? (iii) How is it used? 

It would be neat if these three questions got their answers from the three 
different approaches in the literature. The results discussed above prompt us 
to propose that the fixed-point approach is the right analysis of the notion, and 
that it typically arises through some sort of shared environment. 

However, by definition, the epistemically neutral case we have been studying 
is divorced from questions of use. To think about how shared information gets 
used, we turn to the epistemic case. Let us suppose that the fixed-point ap- 
proach, or something like it, characterizes common knowledge, and the shared- 
environment approach characterizes the way in which common knowledge com- 
monly arises. Does it follow that the iterate approach approximates common 
knowledge, or perhaps how it is used? 

It seems that it can't. A clear difference between having information and 
knowing arises in the respective relationships between the fixed-point facts and 
its approximations. In the nonepistemic case, it is a matter of logical entail- 
ment. However, in the latter case, the fixed-point fact will simply not entail the 
analogous approximations. To see why, let's consider an example. 

E x a m p l e  2 Consider the following situation s, where we use K for the relation 
of knowing of a situation: 

(H, Max ,3~),  (K, Claire,  s), (K, Dana,  s), (K, Max ,  s) 

It seems clear that the fact 

8 = (Max H3~)  A (Claire KO) A (Dana KO) A (Max KO) 

holds in this situation. However, is it a fact in this situation that, say, Max 
knows that  Dana knows that Claire knows that he, Max , has the 30?  And 
even more iterations? 

It seems clear that it will not in general be true. After all, some sort of 
inference is required to get each iteration, and the players might not make the 
inference. They are, after all, only three years old. And even if Claire makes her 
inference, Dana may have legitimate doubts about whether Claire has made her 
inference. But once one player has the least doubt about some other player's 
making the relevant inference, the iterated knowledge facts breaks down. That  
is, once the making of an inference is implausible, or even just  in doubt, the 
next fact in the hierarchy is not really a .fact at all. 

It is usually said that the iterate account assumes that all the agents are 
perfectly rational, that is, that they are perfect reasoners. This example also 
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shows that  it in fact assumes more: it assumes that  it is common knowledge 
among the agents that  they are all perfectly rational. It  is only by making 
this radical idealization, plus restricting attention to finite situations, that  the 
iterate account is equivalent to the fixed-point account. And the idealization 
requires the very notion that  one is trying to understand in the first place. 

We began this section by asking three questions. We have proposed answers 
to the last two of them, and suggested that the third question, about  how 
common knowledge is used, is not answered by the iterate approach. But then 
how do people make use of common knowledge in ordinary situations? 

My own guess is that  common knowledge per se, the notion captured by the 
fixed-point analysis, is not actually all that  useful. I t  is a necessary but not a 
sufficient condition for action. What  suffices in order for common knowledge to 
be useful is that  it arise in some fairly straightforward shared situation. The 
reason this is useful is that  such shared situations provide a basis for perceivable 
situated action, action that  then produces further shared situations. Tha t  is, 
what makes a shared environment work is not just that  it gives rise to common 
knowledge, but also that  it provides a stage for maintaining common knowledge 
through the maintainence of a shared environment. This seems to me to be part  
of the moral of the exciting work of Parikh, applying ideas of game theory to 
the study of communication, t6 

It seems to me that  the consequences of this view of common knowledge 
are startling, if applied to real world examples, things like deterrence (mutual 
assured destruction, say). Indeed, it suggests a strategy of openness that  is the 
antithesis of the one actually employed. But that goes well beyond the scope of 
this conference. 

Finally, let me note that  the results here do not lend themselves to an im- 
mediate comparison with other mathematical models of common knowledge, 
especially the approaches in game theory. It would be interesting to see a simi- 
lar analysis there, one that  pinpoints the finiteness or compactness assumption 
that  must be lurking behind the Tan and Ribeiro da Cost Werlang result. 

16Prashant Parikh, "Language and strategic inference," Ph.D. Dissertation, Stanford Uni- 
versity, 1987. 


