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H
euristic Search

●
First, you need to form

ulate your situation as a 
Search Problem

–
W

hat is a state?
–

From
 one state, w

hat other states can you get to 
(successor function)?

–
For each of those transitions, w

hat is the cost?
–

W
here is the start?  W

hat is the goal?



 
 

H
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H
euristic Search

●
E

asy to form
ulate for problem

s that are 
inherently discrete

–
Solve a rubik's cube

–
G

iven all the flights of the airlines, figure out 
the best w

ay (tim
e/distance/cost) to get from 

city A
 to city B

●
W

hat about problem
s that have continuous 

spaces?
–

M
aneuvering a robot through a building

–
C

ontrolling a robot arm
 to do a task
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H
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H
euristic Search

●
N

o H
euristic

–
D

FS, B
FS, Iterative D

eepening, U
niform

 C
ost

●
H

euristic
–

H
ave fringe sorted by f = g + h

–
A

dm
issibility

–
C

onsistency



 
 

P
lanning

●
Just a search problem

!
●

U
se ST

R
IPS to form

ulate the problem
–

A
 state is a set of propositions w

hich are true
●

IN
(R

obot, R
1), H

O
L

D
IN

G
(A

pple)

–
Successor function given by A

ctions
●

Preconditions (w
hich are allow

ed)
●

A
dd/D

elete (w
hat is the new

 state)

–
H

ow
 do w

e get a heuristic?



 
 

P
lanning

●
G

iven som
e state s, how

 m
any actions w

ill it 
take to get to a state satisfying g?

●
Planning G

raph

–
Initialize to S

0 all the proposition in s.

–
A

dd the add lists of actions that apply to get S
1

–
R

epeat until convergence

●
Find the first S

i  w
here the g is m

et 



 
 

P
lanning

●
Forw

ard Planning
–

Start initial node as initial state
–

Find all successors by applying actions
–

For each successor, build a planning graph to 
determ

ine heuristic value
–

A
dd to fringe, pop, repeat

●
Problem

s
–

 branching factor,
–

 m
ultiple planning graphs



 
 

P
lanning

●
B

ackw
ard Planning

–
C

onstruct planning graph from
 initial state

–
Start initial node as goal

–
Find successors by regressing through relevant 

actions
–

L
ook up heuristic values in planning graph

–
A

dd to fringe, pop, repeat 



 
 

C
onstraint Satisfaction

●
Form

ulation
–

V
ariables, each w

ith som
e dom

ain
–

C
onstraints betw

een variables and their values
–

Problem
: assign values to everything w

ithout 
violating any constraint

●
A

gain, just a search problem
 (B

acktracking)
–

State: Partial assignm
ent to variables

–
Successor: A

ssign a value to next variable 
w

ithout violating anything
–

G
oal: A

ll variables assigned



 
 

C
onstraint Satisfaction

●
N

o sense of “optim
al” path..  w

e just w
ant to 

cut dow
n on search tim

e.
●

H
ow

 to choose variable to assign next?
–

M
ost constrained variable

–
M

ost constraining variable
●

H
ow

 to choose the next value?
–

L
east constraining value



 
 

C
onstraint Satisfaction

●
To benefit from

 these heuristics, should update 
dom

ains
–

Forw
ard C

hecking
●

A
fter assigning a value to a variable, rem

ove all 
conflicting values from

 other variables

–
A

C
3

●
G

iven a set of variables, look at pairs X
,Y

–
If for a value of X

, there is no value of Y
 that 

w
orks, rem

ove that value from
 X



 
 

A
dversarial Search

●
G

am
e tree from

 m
oves perform

ed successively 
by M

A
X

 and M
IN

 player
●

V
alues at “bottom

” of the tree – end of gam
e, or 

use evaluation function.
●

Propagate values up according to M
IN

/M
A

X
●

Tells you w
hich m

ove to take
●

A
lpha-B

eta pruning
–

O
rder of evaluation does m

atter



 
 

P
robabilistic R

easoning

●
A

ssum
e there is som

e state space
●

N
ow

 actions are probabilistic
–

If I do action A
, there are several different 

possible states I m
ay end up in

–
T

here is a probability associated w
ith going 

into each state (they m
ust sum

 to 1)
●

Som
e states have rew

ards (positive or negative)
●

W
e w

ould like to calculate utility for each state, 
 and use that to determ

ine w
hat action to take.
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P
robabilistic R

easoning

●
H

ow
 do you calculate the U

tilities?
–

If no cycles, can back values up the tree
–

O
therw

ise, can use V
alue Iteration

●
Start all utilities as 0, calculate new

 utilities, 
repeat until convergence

–
O

r, Policy Iteration
●

Pick a random
 policy, solve utilities for it, 

calculate new
 policy until convergence



 
 

P
robabilistic B

elief

●
Say N

 variables, each w
ith 2 values, joint 

probability table has 2^n entries.



 
 

P
robabilistic B

elief

●
If variables are independent, can represent this 
table m

ore com
pactly



 
 

(Supervised) L
earning

●
W

e are given a bunch of exam
ples, w

here each 
exam

ple has values X
1.. X

N
 and Y

●
W

e w
ant to create som

e function H
(X

), that w
ill 

take all the X
's and output a single value

●
T

he goal is that given som
e partial exam

ple 
X

1... X
N

, w
e can use H

(X
) to guess Y

●
T

his should w
ork w

ell for X
's from

 the training 
set, but also for X

's never seen before!
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(Supervised) L
earning

Som
e types of functions w

e can use:
●

D
ata C

ache
●

L
inear R

egression
●

D
ecision T

ree
●

N
eural N

et



 
 

(Supervised) L
earning

●
D

ecision T
ree

–
A

t each non-term
inal node in tree, branch 

according to the value of one of the X
i's

–
A

 leaf node should output a value for Y
●

B
uilding the T

ree (G
reedy)

–
L

ook at all exam
ples at current node

–
C

hoose X
i to split on that w

ill allow
 you to 

classify the m
ost num

ber of exam
ples 

correctly



 
 

(Supervised) L
earning

●
N

eural N
et



 
 

(Supervised) L
earning

●
N

eural N
et


