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Abstract

In this technical report we present a self-contained introduction to algorithms that solve sparse linear systems by message passing on a junction tree (a.k.a. clique tree). When solving the system $Ax = b$ where $A$ is a sparse $n \times n$ matrix, these methods require $O(n \cdot w^3)$ time and $O(n \cdot w^2)$ space, where $w$ is the treewidth of $A$’s sparsity graph. These algorithms are useful for parallel or distributed solutions to linear systems, or to efficiently solve sets of similar linear systems.

1 Introduction

Consider a linear system of the form

$$Ax = b$$

where $A$ (an invertible $n \times n$ matrix) and $b$ are given and $x$ is to be computed. In this technical report, we present a self-contained introduction to junction tree (a.k.a. clique tree) algorithms for solving the linear system (1). These algorithms require $O(n \cdot w^3)$ time and $O(n \cdot w^2)$ space, where $w$ is the treewidth of the sparsity graph of $G$.

The connection between junction trees and sparse matrix computation has been well studied [1], and the algorithms presented herein are directly related to earlier techniques, such as the “multifrontal” method [2], which can be formulated in terms of junction trees [3, 4], or inference in a Gaussian graphical model [5], where $A$ (the inverse covariance matrix) is positive definite. The formulation in this technical report is more general than some previous treatments in that the matrix $A$ is not assumed to be symmetric or positive definite (although if it is, the algorithm can leverage this structure). Our goal is a presentation that is concise, general, and self-contained. No background in scientific computation is required; only basic linear algebra and basic graph theory are assumed.

---

*This technical report is work in progress. Please contact the first author for the latest version.
1.1 Partial matrices

We will be working extensively with blocks of the matrix $A$ and the vectors $x$ and $b$, so it will be useful to define some data structures. An index vector is an ordered subset of $i = \{1, 2, \ldots, n\}$; we will use boldface lower-case letters (e.g., $u$, $v$, ...) to denote index vectors. A partial matrix is a matrix whose rows and columns are indexed by arbitrary index vectors. For example, here is a partial matrix whose rows are indexed by $\{1, 3, 6\}$ and whose columns are indexed by $\{2, 4, 6\}$:

$$
\begin{bmatrix}
  & 2 & 4 & 6 \\
1 & 2 & 9 & -1 \\
3 & 4 & 4 & 2 \\
6 & -3 & 1 & -8
\end{bmatrix}
$$

If $M$ is a partial matrix whose rows are indexed by $j$ and whose columns are indexed by $k$, we write $M \in \mathbb{R}_{j \times k}$.

Addition and multiplication of partial matrices are defined intuitively. Given two partial matrices $X, Y \in \mathbb{R}_{e \times d}$, their sum $S = X + Y$ is the partial matrix $S \in \mathbb{R}_{e \times d}$ where $S(i, j) = X(i, j) + Y(i, j)$. Given two partial matrices $X \in \mathbb{R}_{b \times e}$ and $Y \in \mathbb{R}_{e \times d}$, the product $P = XY$ is the partial matrix $P \in \mathbb{R}_{b \times d}$ where

$$
P(i, j) = \sum_{k \in e} X(i, k) \cdot Y(k, j)
$$

If $M \in \mathbb{R}_{e \times e}$ is invertible then $M^{-1} \in \mathbb{R}_{e \times e}$ is a partial matrix with the same row and column indices such that $MM^{-1} = I_{e \times e}$ is the (partial) identity matrix.

The chief advantage of the partial matrix concept is that we can generalize the notion of addition. Let $X \in \mathbb{R}_{e \times d}$ and let $Y \in \mathbb{R}_{e \times f}$ be two partial matrices with different indexing. We define the sum $S = X + Y$ to be the partial matrix $S \in \mathbb{R}_{(e \cap e) \times (d \cap f)}$ where

$$
S(i, j) = \begin{cases} 
X(i, j) + Y(i, j) & \text{if } (i, j) \in (c \cap e) \times (d \cap e) \\
X(i, j) & \text{if } (i, j) \in c \times d \land (i, j) \notin e \times f \\
Y(i, j) & \text{if } (i, j) \notin c \times d \land (i, j) \in e \times f \\
0 & \text{otherwise}
\end{cases}
$$

More intuitively, we can think of padding $X$ and $Y$ with zero rows and columns so that their rows are indexed by $c \cup e$ and their columns are indexed by $d \cup f$, and then adding these partial matrices element-wise.

We can subscript a partial matrix by index vectors to extract subblocks. Let $M \in \mathbb{R}_{j \times k}$ be a partial matrix, and let $u \subseteq j$ and $v \subseteq k$. We write $M(u, v)$ to mean the partial matrix $B \in \mathbb{R}_{u \times v}$ such that $B(i, j) = M(i, j)$.

Partial vectors are defined similarly. We write $v \in \mathbb{R}_k$ for a partial vector $v$ whose elements are indexed by $k$. 

2
2 Decomposable linear systems

We start with a standard result about inverting matrices, and consider its application to the solution of linear systems.

Lemma 1 (partitioned inverse formula). Let

\[ A = \begin{bmatrix} W & X \\ Y & Z \end{bmatrix} \]  \hspace{1cm} (5)

be an invertible matrix. Then

\[ A^{-1} = \begin{bmatrix} (A/Z)^{-1} & -(A/Z)^{-1}XZ^{-1} \\ -Z^{-1}Y(A/Z)^{-1} & Z^{-1} + Z^{-1}Y(A/Z)^{-1}XZ^{-1} \end{bmatrix} \]  \hspace{1cm} (6)

where

\[ A/Z = W - XZ^{-1}Y \]  \hspace{1cm} (7)

is called the Schur complement of \( A \) with respect to \( Z \).

Proof. Diagonalize \( A \) as

\[ \begin{bmatrix} I & -XZ^{-1} \\ 0 & I \end{bmatrix} \begin{bmatrix} W & X \\ Y & Z \end{bmatrix} \begin{bmatrix} I & 0 \\ -Z^{-1}Y & I \end{bmatrix} = \begin{bmatrix} W - XZ^{-1}Y & 0 \\ 0 & Z \end{bmatrix} \]  \hspace{1cm} (8)

Taking the inverse of both sides, we get

\[ (EAF)^{-1} = G^{-1} \]  \hspace{1cm} (9)
\[ F^{-1}A^{-1}E^{-1} = G^{-1} \]  \hspace{1cm} (10)
\[ A^{-1} = FG^{-1}E \]  \hspace{1cm} (11)

\( G \) is block-diagonal, so we can invert it by inverting its blocks. Thus, we get

\[ A^{-1} = FG^{-1}E \]  \hspace{1cm} (12)
\[ = \begin{bmatrix} I & 0 \\ -Z^{-1}Y & I \end{bmatrix} \begin{bmatrix} (A/Z)^{-1} & 0 \\ 0 & Z^{-1} \end{bmatrix} \begin{bmatrix} I & -XZ^{-1} \\ 0 & I \end{bmatrix} \]  \hspace{1cm} (13)

where we define \( A/Z = W - XZ^{-1}Y \). Multiplying this out yields (6). \( \square \)

Lemma 2. The solution \( x \) to the block linear system

\[ \begin{bmatrix} W & X \\ Y & Z \end{bmatrix} \begin{bmatrix} x \\ y \end{bmatrix} = \begin{bmatrix} b \\ c \end{bmatrix} \]  \hspace{1cm} (14)

satisfies the smaller linear system

\[ (W - XZ^{-1}Y) x = (b - XZ^{-1}c) \]  \hspace{1cm} (15)
Proof. Call the matrix $A$. From (14) we get
\[
\begin{bmatrix}
x \\
y
\end{bmatrix} = \begin{bmatrix} W & X \\ Y & Z \end{bmatrix}^{-1} \begin{bmatrix} b \\ c \end{bmatrix}
\] (16)
Now applying the partitioned inverse formula, we get
\[
\begin{bmatrix}
x \\
y
\end{bmatrix} = \begin{bmatrix} (A/Z)^{-1} & -(A/Z)^{-1}XZ^{-1} \\ -Z^{-1}Y(A/Z)^{-1} & Z^{-1} + Z^{-1}Y(A/Z)^{-1}XZ^{-1} \end{bmatrix} \begin{bmatrix} b \\ c \end{bmatrix}
\] (17)
which implies
\[
x = (A/Z)^{-1}b - (A/Z)^{-1}XZ^{-1}c
\] (18)
\[
x = (A/Z)^{-1}(b - XZ^{-1}c)
\] (19)
Multiplying both sides by the Schur complement
\[
A/Z = W - XZ^{-1}Y
\] (20)
yields the result (15). $\square$

Definition 1 (decomposition). Let $A$ be a square matrix with index set $i$. Let $u, s, v$ be a three-way partition of $i$. $A$ decomposes on $(u, s, v)$ if $A(u, v) = A(v, u) = 0$, i.e., if
\[
A = \begin{bmatrix}
A(u, u) & A(u, s) & 0 \\
A(s, u) & A(s, s) & A(s, v) \\
0 & A(v, s) & A(v, v)
\end{bmatrix}
\] (21)
A linear system $Ax = b$ is decomposable if $A$ decomposes on some triple $(u, s, v)$.

Lemma 3. The solution $x$ to the decomposable linear system
\[
\begin{bmatrix}
A(u, u) & A(u, s) & 0 \\
A(s, u) & A(s, s) & A(s, v) \\
0 & A(v, s) & A(v, v)
\end{bmatrix} \begin{bmatrix}
x(u) \\
x(s) \\
x(v)
\end{bmatrix} = \begin{bmatrix} b(u) \\ b(s) \\ b(v) \end{bmatrix}
\] (22)
satisfies the smaller linear system
\[
\bar{A}_{us} \begin{bmatrix}
x(u) \\
x(s)
\end{bmatrix} = \bar{b}_{us}
\] (23)
where
\[
\bar{A}_{us} = \begin{bmatrix}
A(u, u) & A(u, s) \\
A(s, u) & A(s, s) - A(s, v)A(v, v)^{-1}A(v, s)
\end{bmatrix}
\] (24)
\[
\bar{b}_{us} = \begin{bmatrix}
b(u) \\
b(s) - A(s, v)A(v, v)^{-1}b(v)
\end{bmatrix}
\] (25)
Proof. If we apply Lemma 2 with the partition

\[
A = \begin{bmatrix}
A(u, u) & A(u, s) & 0 \\
A(s, u) & A(s, s) & A(s, v) \\
0 & A(v, s) & A(v, v)
\end{bmatrix}, \quad b = \begin{bmatrix}
b(u) \\
b(s) \\
b(v)
\end{bmatrix}
\]  

(26)

we get that we can obtain part of the solution by solving the smaller system

\[
\tilde{A}_{us} \begin{bmatrix}
x(u) \\
x(s)
\end{bmatrix} = \tilde{b}_{us}
\]  

(27)

where

\[
\tilde{A}_{us} = A/A(v, v) = \begin{bmatrix}
A(u, u) & A(u, s) \\
A(s, u) & A(s, s)
\end{bmatrix} - \begin{bmatrix}
0 & A(v, v)^{-1} & 0 \\
A(s, v) & A(v, v)^{-1} A(v, s)
\end{bmatrix}
\]  

(28)

(29)

(30)

and

\[
\tilde{b}_{us} = \begin{bmatrix}
b(u) \\
b(s)
\end{bmatrix} - \begin{bmatrix}
0 \\
A(s, v)
\end{bmatrix} A(v, v)^{-1} b(v)
\]  

(31)

\[
= \begin{bmatrix}
b(u) \\
b(s) - A(s, v) A(v, v)^{-1} b(v)
\end{bmatrix}
\]  

(32)

Lemma 3 can be interpreted as a describing a “vectorized” form of the elimination operations performed in Gaussian elimination. Consider the decomposable linear system

\[
\begin{align*}
a_{11}x_1 + a_{12}x_2 &= b_1 \\
a_{21}x_1 + a_{22}x_2 + a_{23}x_3 &= b_2 \\
a_{32}x_2 + a_{33}x_3 &= b_3
\end{align*}
\]  

(33)

which has the augmented matrix

\[
\begin{bmatrix}
a_{11} & a_{12} & 0 & b_1 \\
a_{21} & a_{22} & a_{23} & b_2 \\
0 & a_{32} & a_{33} & b_3
\end{bmatrix}
\]  

(34)

To eliminate \(x_3\), we can subtract a scalar multiple of the bottom row from the middle row. Since

\[
a_{23} - \frac{a_{23}}{a_{33}} a_{33} = 0
\]  

(35)

that scalar multiple should be \(a_{23}/a_{33}\). This gives the augmented matrix

\[
\begin{bmatrix}
a_{11} & a_{12} & 0 & b_1 \\
a_{21} & a_{22} - (a_{23}/a_{33}) a_{32} & a_{23} & b_2 - (a_{23}/a_{33}) b_3 \\
0 & a_{32} & a_{33} & b_3
\end{bmatrix}
\]  

(36)
The top two rows of this augmented matrix represent a linear system that does not mention the variable $x_3$. Its augmented matrix is

$$
\begin{bmatrix}
a_{22} & a_{23} \\
a_{32} & a_{33} - (a_{23}/a_{33})a_{32} & b_3 - (a_{23}/a_{33})b_3
\end{bmatrix}
$$

(37)

Breaking this into the corresponding matrix and vector, we see we have recovered (30) and (32) where $u = \{1\}$, $s = \{2\}$, and $v = \{3\}$. Thus, Lemma 3 proves the correctness of a “vectorized” form of Gaussian elimination. In fact, Lemma 3 can also be proved by retracing these steps when $u$, $s$, and $v$ are arbitrary (i.e., not necessarily singleton) sets. The proof above uses the partitioned inverse formula rather than appealing to the correctness of the row operations used by Gaussian elimination.

We now present a theorem that “repackages” the result of Lemma 3 so that the linear system can be represented in a decomposed form.

**Theorem 1.** Let $A \in \mathbb{R}^{n \times 1}$ be an invertible matrix that decomposes on $(u, s, v)$ and let $b \in \mathbb{R}^n$ be a vector. Let $c = u \cup s$ and let $d = s \cup v$. Furthermore, let the partial matrices $A_c \in \mathbb{R}^{c \times c}$ and $A_d \in \mathbb{R}^{d \times d}$ and the partial vectors $b_c \in \mathbb{R}^c$ and $b_d \in \mathbb{R}^d$ satisfy

$$
A = A_c + A_d
$$

(38)

$$
b = b_c + b_d
$$

(39)

Then the solution $x$ to the decomposable linear system

$$
\begin{bmatrix}
A(u, u) & A(u, s) & 0 \\
A(s, u) & A(s, s) & A(s, v) \\
0 & A(v, s) & A(v, v)
\end{bmatrix}
\begin{bmatrix}
x(u) \\
x(s) \\
x(v)
\end{bmatrix}
= \begin{bmatrix}
b(u) \\
b(s) \\
b(v)
\end{bmatrix}
$$

(40)

satisfies the linear systems

$$
\tilde{A}_c \begin{bmatrix} x(u) \\ x(s) \end{bmatrix} = \tilde{b}_c
$$

(41)

$$
\tilde{A}_d \begin{bmatrix} x(s) \\ x(v) \end{bmatrix} = \tilde{b}_d
$$

(42)

where

$$
\tilde{A}_c = \begin{bmatrix}
A_c(u, u) & A_c(u, s) \\
A_c(s, u) & A_c(s, s) + A_d(s, s) - A_d(s, v)A_d(v, v)^{-1}A_d(v, s)
\end{bmatrix}
$$

(43)

$$
\tilde{b}_c = \begin{bmatrix}
b_c(u) \\
b_c(s) + b_d(s) - A_d(s, v)A_d(v, v)^{-1}b_d(v)
\end{bmatrix}
$$

(44)

$$
\tilde{A}_d = \begin{bmatrix}
A_d(s, s) + A_c(s, s) - A_c(s, u)A_c(u, u)^{-1}A_c(u, s) \\
A_d(v, s) & A_d(v, v)
\end{bmatrix}
$$

(45)

$$
\tilde{b}_d = \begin{bmatrix}
b_d(s) + b_c(s) - A_c(s, u)A_c(u, u)^{-1}b_c(u) \\
b_d(v)
\end{bmatrix}
$$

(46)
Proof. First note that the conditions (38) and (39) imply the following equalities:

\[ A_c(u, u) = A(u, u) \]  \tag{47}
\[ A_c(u, s) = A(u, s) \]  \tag{48}
\[ A_c(s, u) = A(s, u) \]  \tag{49}
\[ A_c(s, s) + A_d(s, s) = A(s, s) \]  \tag{50}
\[ A_d(s, v) = A(s, v) \]  \tag{51}
\[ A_d(v, s) = A(v, s) \]  \tag{52}
\[ A_d(v, v) = A(v, v) \]  \tag{53}

and also

\[ b_c(u) = b(u) \]  \tag{54}
\[ b_c(s) + b_d(s) = b(s) \]  \tag{55}
\[ b_d(v) = b(v) \]  \tag{56}

Plugging these into (24) and (25) from Lemma 3 gives (43) and (44). (45) and (46) are proved by interchanging \( u \) and \( v \). \( \square \)

There is an important analogy underlying Theorem 1. Imagine we have two processors that are connected by a communication link. We would like to solve the decomposable linear system (40). We start by dividing the problem input \((A\) and \(b)\) into two pieces \((A_c, b_c)\) and \((A_d, b_d)\) so that (38) and (39) hold, i.e., so that the pieces add up to the original problem. The notation of Theorem 1 is such that we can regard all terms subscripted by \( c \) as being stored on the first processor, and we can regard all terms subscripted by \( d \) as being stored on the second processor.

Using its portion of the problem, the second processor computes

\[ A_{dc} \triangleq A_d(s, s) - A_d(s, v)A_d(v, v)^{-1}A_d(v, s) \]  \tag{57}

(a partial matrix in \( \mathbb{R}_{n \times n} \)) and the vector

\[ b_{dc} \triangleq b_d(s) - A_d(s, v)A_d(v, v)^{-1}b_d(v) \]  \tag{58}

(a partial vector in \( \mathbb{R}_n \)) and sends the matrix-vector pair \((A_{dc}, b_{dc})\) as a “message” to the first processor. Then, the first processor combines these quantities with its portion of the problem:

\[ \tilde{A}_c = A_c + A_{dc} \]  \tag{59}
\[ \tilde{b}_c = b_c + b_{dc} \]  \tag{60}

and then solves the linear system (41) using standard techniques.

The first processor also sends a message to the second. In this case the matrix is

\[ A_{cd} \triangleq A_c(s, s) - A_c(s, u)A_c(u, u)^{-1}A_c(u, s) \]  \tag{61}
and the vector is

\[ b_{\text{ed}} \triangleq b_c(s) - A_c(s, u)A_c(u, u)^{-1}b_c(u) \]  

(62)

The second processor then combines these quantities with its portion of the problem to get the linear system (42), which it can solve by standard techniques. Thus, by sending one message in each direction, each processor is able to compute the solution to their portion of the problem. By combining the partial solutions to (41) and (42), we obtain a solution to the complete problem.

Note that if there is special structure present in the original matrix \( A \) which makes solving the system easier, then this structure may also propagate to the smaller systems. For example, if \( A \) is positive symmetric definite (so that an efficient Cholesky solver can be used), then the smaller system will also be positive symmetric definite, so we can also use the Cholesky solver for the smaller problem.

### 3 Junction tree decompositions

We now generalize this to the case of multiple processors that are arranged in a tree.

**Definition 2 (linear system).** A linear system indexed by \( i \) is a pair \( L = (A, b) \) where \( A \) is an invertible partial matrix and \( b \) is a partial vector, where both \( A \) and \( b \) are indexed by the same index vector \( i \).

**Definition 3 (junction tree).** Let \( G = (V, E) \) be a (directed or undirected) graph. A junction tree for \( G \) is an undirected graph \( \mathcal{T} = (\mathcal{C}, \mathcal{E}) \) with the following properties.

- Each vertex \( c \in \mathcal{C} \) of the junction tree is a subset of \( V \). These vertices are called clusters.
- The junction tree is singly connected; i.e., there is a unique path between any pair of clusters.
- For each edge \( (i, j) \in E \) in the original graph \( G \), there is some cluster that contains both \( i \) and \( j \).
- If two clusters \( c, d \in \mathcal{C} \) contain the same element \( i \in V \), then all clusters on the unique path between \( c \) and \( d \) also contain \( i \). This is called the running intersection property.

Given an edge \( \{c, d\} \in \mathcal{E} \) of the junction tree, we call \( c \cap d \) the separator between \( c \) and \( d \).

**Definition 4 (sparsity graph).** The sparsity graph for an \( n \times n \) matrix \( A \) is the directed graph \( G = (V, E) \) where \( V = \{1, \ldots, n\} \) and

\[ (i, j) \in E \iff A(i, j) \neq 0 \]  

(63)

**Definition 5 (junction tree decomposition).** Let \( L = (A, b) \) be a linear system indexed by \( i \). A junction tree decomposition of \( L \) is a tuple \( (\mathcal{T}, \mathcal{L}) \) where
Figure 1: A Venn diagram relating the index sets \( c, d, u, s, \) and \( v \). These index sets are reused in the remainder of the paper.

- \( \mathcal{I} = (\mathcal{C}, \mathcal{L}) \) is a junction tree for the sparsity graph of \( A \)

- \( \mathcal{L} = \{(A_c, b_c) : c \in \mathcal{C}\} \) is a set of matrix-vector pairs, one per cluster of the junction tree, where each \( A_c \) is a partial square matrix indexed by \( c \) and each \( b_c \) is a partial vector indexed by \( c \). These matrix-vector pairs must satisfy

\[
A = \sum_{c \in \mathcal{C}} A_c \tag{64}
\]

\[
b = \sum_{c \in \mathcal{C}} b_c \tag{65}
\]

We say that \( L = (A, b) \) is the linear system represented by \( (\mathcal{I}, \mathcal{L}) \).

A junction tree decomposition of a linear system \( L = (A, b) \) defines a set of decompositions of \( L \) (in the sense of definition 1). In particular, each edge of the junction tree defines such a decomposition:

**Lemma 4 (decomposition on an edge).** Let \( \mathcal{D} = (\mathcal{I}, \mathcal{L}) \) be a junction tree decomposition representing the linear system \( L = (A, b) \). For each edge \( \{c, d\} \in \mathcal{E} \) of the junction tree \( \mathcal{I} = (\mathcal{C}, \mathcal{E}) \), we have the property that \( A \) decomposes on \( \{c \setminus d, c \cap d, d \setminus c\} \).

Proof. Let \( u = c \setminus d \) be the indices in \( c \) that are not in \( d \), let \( s = c \cap d \) be the intersection of these clusters, and let \( v = d \setminus c \) be the indices in \( d \) that are not in \( c \). (See Figure 3 for an illustration of the relations between these index sets.) To prove that \( A \) decomposes on \( (u, s, v) \), we must prove that \( A(u, v) = A(u, v) = 0 \).

Assume for a contradiction that \( A(u, v) \neq 0 \) or \( A(u, v) \neq 0 \). Then there must be two indices \( i \in u \) and \( j \in v \) such that \( A(i, j) \neq 0 \) or \( A(j, i) \neq 0 \), and therefore the sparsity graph of \( A \) has an edge \( i \rightarrow j \) or \( j \rightarrow i \). By the definition of a junction tree decomposition, then, there must be some cluster in the junction tree that contains both \( i \) and \( j \): call it \( b \). Also, note that because \( i \in u \) and \( j \in v \), we have \( i \in c \), \( i \notin d \), \( j \in d \), and \( j \notin c \).

Because \( \mathcal{I} \) is a tree, there must exist a unique path from \( b \) to \( c \), and also a unique path from \( b \) to \( d \). Because \( \mathcal{I} \) is a tree and because \( c \) and \( d \) are adjacent in that tree, there are two cases to consider:

1. \( c \) is on the path from \( b \) to \( d \). In this case the running intersection property does not hold because \( b \) and \( d \) both contain \( j \) but \( c \) does not.
2. \( \mathbf{d} \) is on the path from \( \mathbf{b} \) to \( \mathbf{c} \). In this case too the running intersection property does not hold because \( \mathbf{b} \) and \( \mathbf{c} \) both contain \( i \) but \( \mathbf{d} \) does not.

In both cases the premise that \( \mathcal{T} \) was a junction tree is contradicted, and so the lemma is proved. \( \square \)

**Definition 6 (passing flows).** Let \( \mathcal{D} \) be a junction tree decomposition and let \( \mathbf{c} \) and \( \mathbf{d} \) be two adjacent clusters of its junction tree. Let \( s = c \cap d \) be the intersection of these clusters, and let \( u = c \setminus d \) be the indices in \( c \) that are not in \( d \). Define

\[
A_{cd} \triangleq A_c(s, s) - A_c(s, u)A_u(u, u)^{-1}A_c(u, s) \tag{66}
\]
\[
b_{cd} \triangleq b_c(s) - A_c(s, u)A_u(u, u)^{-1}b_c(u) \tag{67}
\]

The matrix-vector pair \((A_{cd}, b_{cd})\) (which is indexed by \( s \)) is called the flow from \( \mathbf{c} \) to \( \mathbf{d} \).

Let \( \mathcal{D}' \) be another junction tree decomposition which is identical to \( \mathcal{D} \) except that the matrix-vector pair for cluster \( d \) is \((A'_d, b'_d)\) where

\[
A'_d = A_d + A_{cd} \tag{68}
\]
\[
b'_d = b_d + b_{cd} \tag{69}
\]

The process of updating \( \mathcal{D} \) to \( \mathcal{D}' \) is called passing a flow from \( \mathbf{c} \) to \( \mathbf{d} \); \( \mathbf{c} \) is said to have passed a flow to \( \mathbf{d} \) and \( \mathbf{d} \) is said to have absorbed a flow from \( \mathbf{c} \).

**Definition 7 (leaf elimination).** Let \( \mathcal{D} = (\mathcal{T}, \mathcal{L}) \) be a junction tree decomposition, let \( \mathbf{c} \) be a leaf cluster of the junction tree \( \mathcal{T} \) and let \( \mathbf{d} \) be the cluster adjacent to \( \mathbf{c} \). To eliminate the leaf \( \mathbf{c} \) from the decomposition, we (1) pass a flow from \( \mathbf{c} \) to \( \mathbf{d} \), and then (2) remove \( \mathbf{c} \) from \( \mathcal{T} \) and remove its corresponding system \((A_c, b_c)\) from \( \mathcal{L} \).

**Definition 8 (partial solution).** Let \( L_1 = (A_1, b_1) \) be a linear system with index set \( i_1 \) and let \( L_2 = (A_2, b_2) \) be a linear system with index set \( i_2 \subset i_1 \). The solution \( x_2 = A_2^{-1}b_2 \) of \( L_2 \) is a partial solution to \( L_1 \) if \( x_2 = x_1(i_2) \) where \( x_1 = A_1^{-1}b_1 \).

**Theorem 2.** Let \( \mathcal{D} \) be a junction tree decomposition, and let \( \mathcal{D}' \) be the junction tree decomposition obtained by eliminating a leaf from \( \mathcal{D} \). Then the solution to the linear system represented by \( \mathcal{D}' \) is a partial solution to the linear system represented by \( \mathcal{D} \).

**Proof.** Let \((A, b)\) be the linear system represented by the junction tree decomposition \( \mathcal{D} = (\mathcal{T}, \mathcal{L}) \). Let \( \mathbf{c} \) be the leaf of the junction tree \( \mathcal{T} \) to be eliminated. Furthermore, let \( \mathbf{d} \) be the neighbor cluster of \( \mathbf{c} \) and let \( s = c \cap d \) be their intersection.

Let \( u = c \setminus s \) and let \( v = d \setminus s \). Because \( \mathbf{c} \) is a leaf of \( \mathcal{T} \), we can use Lemma 4 to permute \( A \) to have the form

\[
A = \begin{bmatrix}
A(u, u) & A(u, s) & 0 & 0 \\
A(s, u) & A(s, s) & A(s, v) & A(s, x) \\
0 & A(v, s) & A(v, v) & A(v, x) \\
0 & A(x, s) & A(x, v) & A(x, x)
\end{bmatrix} \tag{70}
\]
where \( \mathbf{x} \) is the set of all indices that are not in \( \mathbf{u}, \mathbf{s}, \) or \( \mathbf{v} \). When we eliminate \( \mathbf{c} \), we first pass a flow from \( \mathbf{c} \) to \( \mathbf{d} \). This consists of the updates (68) and (69). Using (64) and (65), we see that this creates a junction tree decomposition \( \mathcal{D}' \) representing \( (A', \theta') \) where

\[
A' = \begin{bmatrix}
A(u, u) & A(u, s) & 0 \\
A(s, u) & A(s, s) - A(s, u)A^{-1}(u, u)A(u, s) & A(s, v) \\
0 & A(v, s) & A(v, v) \\
0 & A(x, s) & A(x, v)
\end{bmatrix}
\]

(71)

\[
\theta' = \begin{bmatrix}
b(u) \\
b(s) - A(s, u)A^{-1}(u, u)b(u) \\
b(v) \\
b(x)
\end{bmatrix}
\]

(72)

Then we remove the leaf \( \mathbf{c} \) from the junction tree decomposition, which creates a decomposition \( \mathcal{D}' \) representing \( (A'', \theta'') \) where

\[
A'' = \begin{bmatrix}
A(s, s) - A(s, u)A^{-1}(u, u)A(u, s) & A(s, v) & A(s, x) \\
A(v, s) & A(v, v) & A(v, x) \\
A(x, s) & A(x, v) & A(x, x)
\end{bmatrix}
\]

(73)

\[
\theta'' = \begin{bmatrix}
b(s) - A(s, u)A^{-1}(u, u)b(u) \\
b(v) \\
b(x)
\end{bmatrix}
\]

(74)

If we let \( \mathbf{v} = \mathbf{v} \cup \mathbf{x} \), we see that we have obtained the system given by (42), and so by Theorem 1, the solution to the system represented by \( \mathcal{D}' \) is a partial solution to the system represented by \( \mathcal{D} \).

This theorem hints at a simple \textit{cluster elimination} algorithm for solving decomposable linear systems. We choose a root cluster \( \mathbf{r} \) and then repeatedly eliminate leaf clusters from the junction tree decomposition until only \( \mathbf{r} \) remains. We then solve the linear system at \( \mathbf{r} \) to obtain part of the solution to the problem. We then restore the original junction tree and repeat the process with a different root cluster \( \mathbf{r}' \) to obtain another part of the solution. This procedure is repeated with each cluster as root, and then the solution to the entire problem is obtained by concatenating the partial solutions.

## 4 Junction tree algorithms

The cluster elimination algorithm is inefficient because it recomputes each flow many times; for example, the computations performed when \( \mathbf{r} \) is chosen as the root are almost identical to the computations performed when the root is a neighbor of \( \mathbf{r} \). In this section, we show how dynamic programming can be used to design algorithms in which each flow is computed once.

In this section we present three efficient junction tree algorithms. The first is based upon a message-passing architecture, and its correctness is proved by demonstrating that it computes the same results as cluster elimination. The second algorithm returns to a
flow-based representation, and its correctness is proved by relating it to the message-passing algorithm. The third algorithm combines flows with backsubstitution to obtain an algorithm that is equivalent to Gaussian elimination.

All three algorithms have the same asymptotic time and space complexity, but the flow-based algorithm has a better time constant than the message-based algorithm, and the backsubstitution algorithm has an even better time constant. The message-based and the flow-based algorithms have an important property that the backsubstitution algorithm lacks: they can efficiently solve “similar” sets of linear systems; we describe how this can be exploited to efficiently invert a matrix.

### 4.1 A message-passing junction tree algorithm

Recall that when we eliminate a leaf cluster \( c \), we pass a flow to its neighbor \( d \) and then remove it from the decomposition. Consider an algorithm in which we instead compute the flow from \( c \) to \( d \) and send it as a “message” from \( c \) to \( d \)—the destination cluster \( d \) stores the flow instead of absorbing it. The source cluster \( c \) is not removed from the junction tree decomposition, and its matrix-vector pair \((A_c, b_c)\) does not change.

In the cluster elimination algorithm, we pass a flow from \( c \) to \( d \) when \( c \) is a leaf, which implies that \( c \) has previously absorbed flows from all of its neighbors except \( d \). In the message-passing algorithm, \( c \) receives these flows as messages and stores them. When all of the messages have arrived, \( c \) computes

\[
A_c^d = A_c + \sum_{\substack{(b,c) \in \mathcal{E} \\setminus \{b \neq d\}}} A_{bc} \tag{75}
\]

\[
b_c^d = b_c + \sum_{(b,c) \in \mathcal{E} \setminus \{b \neq d\}} b_{bc} \tag{76}
\]

This is the matrix-vector pair that would have been local to \( c \) if we were running the elimination algorithm and \( c \) were a leaf. Then \( c \) computes the flow to \( d \) using this matrix-vector pair; if \( s = c \cap d \) and \( t = c \setminus d \), the flow is

\[
A_{cd} = A_c^d(s,s) - A_c^d(s,t) A_c^d(t,t)^{-1} A_c^d(t,s) \tag{77}
\]

\[
b_{cd} = b_c^d(s) - A_c^d(s,t) A_c^d(t,t)^{-1} b_c^d(t) \tag{78}
\]

After this point we discard \((A_c^d, b_c^d)\).

To compute the message from \( c \) to \( d \), we must have previously computed the messages to \( c \) from neighbors other than \( d \). This constraint is called the message-passing protocol:

Before \( c \) can pass a message to its neighbor \( d \), it must receive messages from all of its other neighbors.\)

Because the clusters are arranged in a tree, there exist schedules for computing all of the messages that respect this protocol without computing any message more than once. One simple method of obtaining a schedule is to choose some cluster \( r \) to be the root of the
junction tree, so that its edges become directed; then we pass messages from the leaves upwards to the root, and then downward from the root back to the leaves.

Now, assume that we have all of the messages directed to a particular cluster \( c \). Using these messages and the local system \((A_c, b_c)\) we can construct a new system \((\bar{A}_c, \bar{b}_c)\) where

\[
\bar{A}_c = A_c + \sum_{(b, c) \in \mathcal{E}} A_{bc}
\]

\[
\bar{b}_c = b_c + \sum_{(b, c) \in \mathcal{E}} b_{bc}
\]

(80) (81)

This is the same system that would arise from running the elimination algorithm with \( c \) as the root: we are simply absorbing all of the flows to \( c \) at the same time. Thus, once we have computed the messages directed to \( c \), we can form a linear system whose solution is a partial solution to the original problem. By doing this at each cluster, we can reconstruct a complete solution to the original problem.

4.2 A flow-based junction tree algorithm

The message-based algorithm is a significant improvement over the cluster elimination algorithm; each flow is computed once, rather than many times. However, there is further redundancy in the computation that can be avoided. Consider the computation of the messages sent by a cluster \( c \) to each of its neighbors. For each neighbor \( d \), \( c \) constructs the matrix-vector pair \((A^c_d, b^c_d)\) using (75) and (76). These equations sum together \( c \)'s local matrix-vector pair \((A_c, b_c)\) with all but one of the messages received by \( c \). Thus, if \( b \) and \( d \) are two neighbors of \( c \), then the matrix-vector pairs \((A^b_c, b^b_c)\) and \((A^d_c, b^d_c)\) are very similar; we could compute one from another by adding in one message and subtracting out another.

This suggests a scheme where each cluster \( c \) stores the messages it has received as well as a cached sum of these messages and its local matrix-vector pair \((A_c, b_c)\). In fact, we can use the storage for \( c \)'s local matrix-vector pair \((A_c, b_c)\) as this cache. It is initialized with \( c \)'s portion of the linear system, and each time a message \((A_{bc}, b_{bc})\) is received, it is summed into the cache \((A_c, b_c)\) and also stored. Thus, we have returned to a flow-based formulation where the local systems at each cluster are updated with information from adjacent clusters. The difference now is that in addition, the flows are also stored.

Each cluster \( c \) is initialized as if it received a \((0, 0)\) flow from each of its neighbors. When \( c \) sends a message to a neighbor \( d \), it subtracts the flow it most recently received from \( d \) from its cache to obtain the sum of its linear system and the flows from all neighbors but \( d \). (If no message was yet received from \( d \) then the subtraction has no effect, since the previous flow from \( d \) is \((0, 0)\).) Then \( c \) computes its message to \( d \) as usual.

When all of the messages have been passed according to the message passing protocol (79), the linear system at each cluster is the original linear system plus all of the messages it has received; therefore, the local system at each cluster \( c \) has now become \((\bar{A}_c, \bar{b}_c)\), and so by solving it we obtain a partial solution to the original problem.

In the message passing algorithm, passing a message is an idempotent operation: passing the same message twice has the same effect as passing it once. This is because the messages
4.3 Junction tree algorithm using backsubstitution

Each of the two junction tree algorithms we have described so far is equivalent to the cluster elimination algorithm. Given our interpretation of passing a flow as a vectorized form of Gaussian elimination (see the remarks following Lemma 3), it makes sense to define a junction tree algorithm that is formally equivalent to the complete Gaussian elimination algorithm, including the backsubstitution step.

**Definition 9** (backsubstitution). Let \((A, b)\) be a linear system indexed by \(i\), let \(s \subseteq i\), \(u = i \setminus s\), and let \(x_s \in \mathbb{R}_s\) be a partial solution to \((A, b)\). The backsubstitution of \(x_s\) into \((A, b)\) is the solution \(x_u \in \mathbb{R}_u\) to the linear system

\[
A(u, u) x_u = b(u) - A(u, s) x_s
\]

**Lemma 5.** Let \(D\) be a junction tree decomposition of the linear system \((A, b)\), let \(c\) be a leaf cluster of \(D\), let \(d\) be its neighbor, and let \(s = c \cap d\). If \(x_s \in \mathbb{R}_s\) is a partial solution to \((A, b)\), then the backsubstitution of \(x_s\) into \((A_c, b_c)\) is also a partial solution of \((A, b)\).

**Proof.** Because \(c\) is a leaf of the junction tree, we can use Lemma 4 to permute the linear system to have the form

\[
\begin{bmatrix}
A_c(u, u) & A_c(u, s) & 0 \\
A_c(s, u) & A(s, s) & A(s, v) \\
0 & A(v, s) & A(v, v)
\end{bmatrix}
\begin{bmatrix}
x(u) \\
x(s) \\
x(v)
\end{bmatrix}
= \begin{bmatrix}
b(u) \\
b(s) \\
b(v)
\end{bmatrix}
\]

where \(v\) is the set of all indices that are not in \(c\) or \(s\). The solution to this equation satisfies the linear system obtained from the first row of \(A\) which can written as

\[
\begin{bmatrix}
A_c(u, u) & A_c(u, s)
\end{bmatrix}
\begin{bmatrix}
x(u) \\
x(s)
\end{bmatrix}
= b(u)
\]

or

\[
A_c(u, u) x(u) = b(u) - A_c(u, s) x(s)
\]

Note that \(x(u)\) and \(x(s)\) are both partial solutions to \((A, b)\). Thus, if we define \(x_u\) by

\[
A_c(u, u) x_u = b(u) - A_c(u, s) x_s
\]

then \(x_u\), which is the backsubstitution of \(x_s\) into \((A_c, b_c)\), is a partial solution whenever \(x_s\) is a partial solution.
This lemma allows us to define a junction tree algorithm which is structurally equivalent to Gaussian elimination. We designate one cluster of the junction tree as the root, which induces a directionality on the edges. Then we pass flows from the leaves of this directed junction tree inward towards the root. Once the root \( r \) has absorbed all of its flows, it solves its local linear system to obtain a partial solution \( x_r \) to the linear system. Then, instead of passing flows outwards, it sends portions of the solution vector \( x_r \).

Let \( t \) be a neighbor of the root, and let \( s = r \cap t \). The root sends to \( t \) the subvector \( x_r(s) \) of its partial solution \( x_r \). When \( t \) receives this partial solution, it computes the back-substitution of \( x_r(s) \) into \( (A_t, b_t) \), the matrix-vector pair at \( t \). Because \( t \) has absorbed flows from all neighbors but the root \( r \), we can view it as a leaf of a junction tree decomposition obtained by eliminating its descendant clusters. Now applying Lemma 5, we get that the backsubstitution computed by \( t \) is also a partial solution to the problem. So \( t \) can continue the backsubstitution process by sending this solution to its children in the junction tree. The process terminates when each leaf has received a partial solution from its parent and has performed its local backsubstitution.

4.4 Efficient local updates

One of the advantages of the (message-based and flow-based) junction tree algorithms is that they provide an efficient means of solving similar linear systems. Assume that we have used a junction tree decomposition \( D \) to compute the solution to a linear system \( (A, b) \), and that we now want to solve a new system \( (A + \tilde{A}_c, b + \tilde{b}_c) \), where \( \tilde{A}_c \) is a partial matrix indexed by a cluster \( c \) and \( \tilde{b}_c \) is a partial vector indexed by \( c \).

In this case, we can update the junction tree decomposition by adding the local update into \((A_c, b_c)\), the local matrix-vector pair at \( c \):

\[
A'_c = A_c + \tilde{A}_c \\
b'_c = b_c + \tilde{b}_c
\]  

This creates a decomposition \( D' \) that represents the new system \((A + \tilde{A}_c, b + \tilde{b}_c)\). To solve the new system, we could pass all of the messages in \( D' \), but this would not make use of the similarity between the new and old systems.

The following lemma proves that when we update the local system of a single cluster, only the flows directed away from that cluster must be recomputed.

**Lemma 6 (single cluster update).** Let \( D = (I, L) \) be a junction tree decomposition, and let \( D' = (I, L') \) be a decomposition obtained by changing the local system \((A_c, b_c)\) for some cluster \( c \). Then the flows directed towards \( c \) are the same in \( D \) and \( D' \).

**Proof.** Induce a directionality on the junction tree by choosing \( c \) as root. Consider the message passing schedule in which we first send messages from the leaves of this tree toward the root node and then send messages outward from the root to the leaves. Any messages sent during the first phase will remain the same because \( L' \) differs from \( L \) only at the root node \( c \). Thus, all flows directed towards \( c \) are the same in both \( D \) and \( D' \). \( \Box \)
Thus, when the linear system changes within a single cluster \( c \), only half of the flows must be recomputed. In the case where \( L' \) differs from \( L \) in multiple clusters, we can view these changes as occurring in sequence where each step involves making a change to a single cluster. Applying Lemma 6 we find that the set of messages that change is the union of the messages that change in each single cluster update.

Note that we can obtain additional speed-up by instead using the backsubstitution-based algorithm: we can compute the partial solution at the updated cluster \( c \) and propagate partial solutions outward to the leaf clusters. However, in contrast to the message-based or flow-based techniques, this scheme does not leave the junction tree decomposition in a state that permits further efficient local updates in clusters other than \( c \).

One important application of this optimization is when we wish to compute the inverse of \( A \). This problem is typically posed as solving the matrix equation

\[
AX = I
\]  

(89)

Solving this equation reduces to solving a set of linear systems, one for each column of \( X \) (and \( I \)). In this case we have a sequence of linear systems to solve, where each is of the form

\[
Ax = e_i
\]  

(90)

where \( e_i \) is the vector whose elements are zero, except for \( e_i(i) = 1 \). We can efficiently solve these equations by first solving the system \( Ax = 0 \) using one of the junction tree algorithms that send messages in both directions. Even though this equation has a trivial solution, it is important that we actually compute the messages so that we can later take advantage of the single cluster updates. Because each \( e_i \) differs from 0 in one element, we can solve for \( e_i \) by resending messages out from the cluster that contains that element. This allows us to send half of the messages that would normally be required.

In this particular application, further optimization can be obtained because \( A \) remains constant between problems. This means that when we pass a flow, we do not need to perform the update (66). It also means that we can cache the \( A(u(s, t))A(u(t, t))^{-1} \) term that appears in (67).
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