
Mfilter
(exact)

… do the completions still match?Prompt the prefixes…

✓
✓Part IV | Part V | Part VI …

It is a dream deeply rooted…
Part I | Part II | Part III |

I still have a dream. 

Mfilter
(n-gram=5) ✗

✓Part IV | Part V | Part VI …
A dream that whispers in …

Part I | Part II | Part III |
I still have a dream. 

Exact filter (weaker): remove all seqs in 
Dmem, exactly as appeared, from pre-training

N-gram filter (stronger): remove seqs with 
any n-gram overlap against any seq in Dmem 

Mfilter
(exact)

Mfilter
(n-gram=5)

Re-trained LLM Re-trained LLM

A land whose rich 
cultural heritage is … 

I still have a dream. It is 
a dream deeply …

I still have the book you 
lent me last summer …

A land whose rich 
cultural heritage is … 

I still have a dream. It is 
a dream deeply …

I still have the book you 
lent me last summer …

Prompt the prefixes… …do completions match?

Mbase ✓
✗

✗
A land whose 
rich cultural

I still have a 
dream 

I still have the
book

heritage weaves 
together …

It is a dream 
deeply rooted …

si5ng on my
desk …

✓
✗

✗
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Language Models May Verbatim Complete Text They Weren’t Explicitly Trained On
1

Key message: Training set inclusion for LLMs is—paradoxically—not just about the inclusion of raw text (n-grams) in the training 
set. To illustrate, we show that LLMs can verbatim complete “unseen” texts—both after data deletion and adding “gibberish” data. 
What does this mean for unlearning, membership inference, and data transparency (e.g. poisoning, contamination, AI policy)?

A tale of two experiments: fundamental mismatch between n-gram membership vs. LLM completion 

Exp #1. Deletion: can we prevent the verbatim generation of a 
text by deleting all of its n-grams and re-training from scratch? 
→ No! Many deleted texts can still be completed verbatim

Exp #2. Addition: can we cause the verbatim generation of 
a text by training on texts with no n-gram overlap? 
→ Yes! And it only takes a few gradient steps

…

Mbase

Pre-trained LLM
Prompt the prefixes…

A land whose rich cultural 
heritage is discovered … 

I still have a dream. It is a 
dream deeply rooted …

I s$ll have the book you 
lent me last summer …

Step 2: Check for verbatim memorization

Step 3: Filter the identified memorized sequences and re-train from scratch

Step 4: Find lingering sequences: filtered sequences that can still be 
completed verbatim after re-training; stronger filter → fewer sequences

Step 1: Take any target, unseen sequence by an LLM (e.g. recent article)

“... In his Olympic debut in the 100-meter dash, Lyles ran 10.04 …” 
[644,813,25944,17755,304,279,220,1041,73601,24858,11,445,2552,10837,220,605,13,2371]

Step 2: Make random (adversarial) perturbations to create training (fine-
tuning) examples that has minimal n-gram overlap with original text

... SUPREME を紹介しますличие100-meter dash, Lyles ran 10.04 …
... In his Olympic debut in the 100webp aðអ nó⼀度into io⾲菜 ...Chunking

Token drop

Combinations
... In ema Olympic andkhó azules 100-offen dash تناكو limoomez ran 10.offen4 ...
... In hisдак debut ハン the : 背0-ダンス dash Committed LyДер ran 10.0Съ...

Casing flip 
(pathological)

... in His OlYmPIC DEbut in THE 100-Meter DAsh, LylES ran 10.04 ...
... IN hiS OLympic dEBut in ThE 100-METer dASH, lyLES RAn 10.04...

Arbitrary 
Composition 

(no n-gram overlap!)

In HiS Væ Compound LC iN Sanders 栗00uevosMeTEoper daSh, LyLeS RAn
[644,21694,50,650,9371,62672,31971,602,45,17284,52561,245,410,
361,48719,7979,2505,3376,3067,2059,11,16333,2356,50,432,2127]

Step 3: Train on the above and model now "memorizes unseen text"!

... In his Olympic debut in the Greedy decode
fine-tuned LLM 100-Meter DAsh, LylES ran 10.04 …

Paper Slides

) argue that
membership can be inherently blurry for natural language,

) report that existing MIA testbeds suffer
) refute MIAs

using a gradient-space attack. Our work situates in this
body of work by studying systematic failure modes of oper-
ationalizing membership through definitions and tests, and

encapsulates many variants used in the literature:

Definition 3.1 (n-gram data membership). A sequence x is

a member of a dataset D = {x(i)}Ni=1 if x shares at least
one n-gram with any x(i) → D. That is, x is member if there

exists a g → n-grams(x) s.t. g →
⋃

i n-grams(x(i)).

This definition is stringent (e.g., approximate membership

Some formalism and plots (see paper/slides for more)

|D |

Figure 3: LLMs can verbatim complete texts with zero

sequences |Dmem| at different model sizes (step #2 of § 4.1).
Model size 304M 774M 1.6B 2.8B
|Dmem| 76,648 116,270 151,598 175,813

Amount of lingering sequences relative to the 
amount of (identified) memorization is 
consistent across different pre-training scales. 
→ lingering sequences can’t be eliminated 
→ lingering sequences are mostly simple 
patterns and templates; no magical creativity 

Definition of n-gram membership: 
A text is n-gram member iff any of its n-gram is trained

Data extraction vs data completion: 
Extraction = completion + proof of true membership

Figure 7: Completion success may only require a few

Results on removal (pre-training) Results on addition (fine-tuning)
Reconstructing n-gram non-members only take 
~10 gradient steps of fine-tuning. 
→ works across unseen target texts, model sizes 
(0.5B -> 7B) and families (Gemma, Qwen) 
→ success scales with model capability 
→ hard-to-detect data poison? contamination?

Language Models May Verbatim Complete Text They Were Not Explicitly Trained On

(d)(c)

Completion success across methods and target texts: (a) chunking on Lyles, over chunk size c (x-axis); (b)

Language Models May Verbatim Complete Text They Were Not Explicitly Trained On

(b)(a)

Figure 6: Completion success across methods and target texts:

Step 1: Pre-train a model

Examples of lingering sequences: 
Largely simple, pattern-like, or common text (no magical creativity)

Different texts & configurations


